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THERMAL NUMERICAL SIMULATOR FOR LABORATORY EVALUATION
OF STEAMFLOOD OIL RECOVERY

By Partha Sarathi

ABSTRACT

A thermal numerical simulator running on an IBM AT compatible personal computer is described.
The simulator was designed to assist laboratory design and evaluation of steamflood oil recovery. An
overview of the historical evolution of numerical thermal simulation, NIPER’s approach to solving these
problems with a desk top computer, the derivation of equations and a description of approaches used to
solve these equations, and verification of the simulator using published data sets and sensitivity analysis
are presented. This simulator was developed under DOE light and heavy crude oil research projects,
BE11A and BE11B, and development completes milestone 3 of BE11B in FY90.

The developed model is a three-phase, two-dimenéional multicomponent simulator capable of
being run in one or two dimensions. Mass transfer among the phases and components is dictated by
pressure- and temperature-dependent vapor-liquid equilibria. Grévity and capillary pressure phenomena
were included. Energy is transferred by conduction, convection, vaporization and condensation. The
model employs a block centered grid system with a five-point discretization scheme. Both area! and
vertical cross-sectional simulations are possible. A sequential solution technique is employed to solve the
finite difference equations.

The model waé validated by comparing the simulator results with published data. These initial
comparisons showed that the model is capable of predicting qualitatively the performance trends of the
published results. Sensitivity studies were conducted with respect to rock and fluid properties, process
variables, and time-step size.

The study clearly indicated the importance of heat loss, injected steam quality, and injection rate
to the process. Dependence of overall recovery on oil volatility and viscosity is emphasized. The process
is very sensitive to relative permeability values. Time-step sensitivity runs indicated that the current
version is time-step sensitive and exhibits conditional stability.

The model stability could be enhanced by employing a fully implicit formulation. However,
memory requirements and the complexity of the simulator drastically increase with the use of a fully implicit
formulation and direct solution technique. The system’s memory constraints precluded the coding and
testing of a fully implicit formulation on an IBM-AT type personal computer.
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- NOMENCLATURE
A =  constant in Andrade’s equation (3.26) for the viscosity of hydrocarbon component, cP
Ax, Az = areas perpendicular to fiuid flow
B =  constant in Andrade’s equation (3.26) for the viscosity of hydrocarbon component, °R
Co = oil compressibility, psi-! |
CR = rock (formation) compressibility, psi-1
Cw = water compressibility, psi-1
Gj = elements of coefficient matrix (eq. 4.40),i=1..7, i=1..7
Ci = coefficient for estimating oil-phase mass density (equation (3.40) defined by equation
(3.42)
(Cpli = specific heat of ith hydrocarbon component, Btu/lb-mole-°R
(CploB = over/underburden rock specific heat, Btu/lb-°R
(CoR = formation rock specific heat, Btu/lb-°R
Co = coefficient for estimating oil phase mass density, defined by equation 3.43
CHB = cumulative heat (energy) balance; defined by equation 4.89
(CmB)i = cumulative molar balance for the component i; defined by equation 4.84
D = depth, measured vertically downward, ft
D+ = coefficient, defined by equation 3.48
D2 = coefficient, defined by equation 3.49
F(V) = defined by equation 4.101
h = thickness of a grid block, ft
HHey = enthalpy of hydrocarbon mixture in the vapor phase, Btu/lb-mole, equation 3.71
Hi = enthalpy of ith hydrocarbon component, Btu/lb-mole, equation 3.67
Hg = enthalpy of the oil phase, Btu/lb-mole
HR =  enthalpy of reservoir rock, Btu/lb
Hsteam =  enthalpy of saturated steam, Btu/lb-mole
Hy = total heat remaining in the reservoir at any time; defined by equation 4.90, Btu/lb-mole
(Hy)° = total heat initially in the reservoir (i.e., at time = o), Btu/Ib-mole
(Ht)n = total heat remaining in the reservoir at time n, Btu/ib-mole
Hy = enthalpy of vapor (gas) phase, Btu/lb-mole
Hw = enthalpy of water, Btu/Ib-mole
ij =  grid block index



MWp

molar injection rate of steam

incremental energy balance; defined by equation 4.88

incremental molar balance for ith hydrocarbon; defined by equation 4.83
mechanical equivalent of heat, 778 ft-ibf/Btu

absolute permeability, md

gas phase relative permeability

relative permeability to gas at residual oil Sprg

relative permeability to oil in three-phase system

relative permeability to oil in gas-oil two-phase system with irreducible water present
relative permeability to oil at irreducible water saturation

relative permeability to oil in water-oil two-phase system

relative permeability to water at residual oil saturation Sorw

relative permeability to water

x-direction absolute permeability, md

z-direction absolute permeability, md

equilibrium K-values for hydrocarbon component i

equilibrium K-value for water

latent heat of vaporization of steam, Btu/lb-mole

latent heat of vaporization of ith hydrocarbon at any temperature T, Btu/lb-mole
latent heat of vaporization of ith hydrocarbon at normal boiling point Tb, Btu/lb-mole
molar production rate of ith hydrocarbon, Ib-moles/d (gm-moles/hr)

total molar production rate of component i, Ib-moles

molar production rate of water (steam) Ib-moles/d (gm-moles/hr)

molecular weight of component i, bnvib-moles

molecular weight of phase P,lbm/lb-moles

exponent on saturation, equation 3.86

exponent on saturation, equation 3.85

exponent on saturation, equation 3.84

total moles of component 'i" in the reservoir at any given time, defined by equation 4.85
total moles of component ¥’ in the reservoir at time n

total moles of component 4’ in the reservoir at time zero

total moles of water in the reservoir at any time; defined by equation 4.86
normal vector

carbon number; defined by equation 3.66
total number of grid blocks



NC

Pcgo
Pci
Pem
Pcwo
Pg
Pint
Po
Pr
Psat

APmax

total number of hydrocarbon components in the crude

system (oil-phase) pressure, psia

gas-oil capillary pressure, psia

critical pressure of hydrocarbon component i, psia

critical pressure of hydrocarbon mixture, psia

water-oil capillary pressure, psia

gas-phase pressure, psia

initial reservoir pressure, psia

oil-phase pressure, psia

reduced pressure, p/pgi

steam saturation pressure, psia

flowing well pressure (backpressure), psia

coefficient defined by equation 3.51, psia

coefficient defined by equation 3.50, psia

productivity index, defined by equation 4.74

maximum permitted pressure change during a time step, psia

gas production rate Ib-moles/ft3-day (gm-moles/cm3-hr)

gas production rate at surface condition; defined by equation 4.107, SCF/d
total enthalpy production rate, g po Ho ;'-qg pgHg +aw pw Hw, Btu/d
heat loss rate, Btu/D

oil production rate, lb-moles/ft3-day (gm-moles/cc-hr)
oil production rate at surface condition; defined by equation 4.106, STB/d

water production rate, Ib-moles/cu.ft-Day (__gm-moles)

3
cm>-hr
water production rate at surface condition; defined by equation 4.108, STB/d

molar heat injection rate; defined by equation 4.92

steam injection rate Ibmvft3-d

total molar enthalpy production; defined by equation 4.91

universal gas constant, 10.732 psia-ft3/lb-mole-°R

coefficient for estimating oil compressibility (eq. 3.45); defined by equation 3.46
coefficient for estimating oil compressibility (eq. 3.45); defined by equation 3.47

right hand side vector in equation 4.41: defined by equation 4.44
gas saturation
critical gas saturation

.initial gas saturation



Sgr
SGj
Si
(Silint
So
So;
Sorg
Sory
Sw
Sw;
SWir

A Smax

Uo

Ur
Usteam
Uy

Uw

\

residual gas saturation _

specific gravity of ith hydrocarbon at 60° F
phase saturation, i = 0,g.w

initial phase saturation, i = o,g,w

oil saturation

initial oil saturation

residual oil saturation to gas in gas-oil-irreducible water system
residual oil saturation to water in water-oil system

water saturation

initial water saturation

irreducible water saturation

maximum permissible saturation change per time step

time, days (hours)

temperature, °F

critical temperature of hydrocarbon i, °R

initial reservoir temperature, °F

reduced temperature

steam saturation temperature, °F at pressure psat

time-step size, days (hours)

new time-step size determined on the basis of maximum pressure change; defined by
equation 4.81

new time-step size determined on the basis of maximum saturation change; defined by
equation 4.82

molar internal energy, Btu/lb-mole

molar internal energy by ith hydrocarbon, Btu/lb-mole

molar internal energy of oil, Btu/lb-mole

}nternal energy of reservoir rock, Btu/lb

internal energy of steam, Btu/Ib-mole

molar internal energy of vapor-phase, Btu/lb-mole

molar internal energy of water, Btu/Ib-mole

fraction of the hydrocarbon moles in the vapor-phase to total hydrocarbon moles in the
system

bulk volume of the grid block, 3

critical molar volume of hydrocarbon component i, ft3/b-mole

critical molar volume of hydrocarbon mixture, ft3/lb-mole

mole fraction of the hydrocarbon component in oleic-phase
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coefficient, defined by equation 3.81
coefficient, defined by equation 3.80
coefficient, defined by equation 3.82

dependent variable vector; defined by equation 4.42
distance between adjacent nodes in x-direction, ft (cm)

mole fraction of hydrocarbon component i in.the vapor-phase
mole fraction of steam in the vapor-phase

accumulation vector; defined by equation 4.43
mole fraction of hydrocarbon component i in the feed

vapor-phase compressibility (gas deviation) factor
critical compressibility factor of hydrocarbon component i

critical compressibility factor of hydrocarbon liquid mixture
compressibility factor of hydrocarbon component i
compressibility factor of steam

distance between adjacent nodes in z-direction, ft(cm)

specific weight, psi/ft

time difference operator, for example 8T =T™1 - Tn

ditference operator

mass density, lbmvft3

overburden rock density, lbm/t3

reserveir formation density, lbr/ft3

reference density of oil at 60° F; Ibm/t3

molar density, Ib-mole/ft3

critical density of hydrocarbon mixture, Ib-mole/ft3

molar density of vapor-phase, Ib-mole/ft3

molar density of oil-phase, Ib-mole/ft3

molar density of water-phase, Ib-mole/ft3

molar density of steam, Ib-mole/ft3

gas-phase viscosity, cP

viscosity of hydrocarbon component i, cP

viscosity of hydrocarbon mixture in gas-phase at high pressure, cP; defined by
equation 3.29

viscosity of hydrocarbon mixture in gas-phase at one atmosphere pressure, cP; defined



by equation 3.28

Ho ~=  viscosity of oil, cP

HSteam =  viscosity of steam, cP

WHC = . viscosity of hydrocarbon mixture in the vapor-phase, cP; defined by equation 3.28
P =  viscosity of water, cP

¢ =  porosity

dint = initial porosity

Qg "= gas-phase potential, psi

o0 = oil-phase potential, psi

Dy = water-phase potential, psi

AoB = overburden thermal conductivity, Btu/°F-ft-d

AR = reservoir rock thermal conductivity, Btu/°F-ft-d

T = transmissibility, Ib-mole/d-psi

Tc = heat conduction transmissibility (transconductivity) Btu/°F-d; defined by equation B-30
T™H = enthalpy transmissibility, 1o Hy +Tw Hw + g Hg

TH20 = Tw+TgYs

19 = gas-phase transmissibility

To = oil-phase transmissibility

Tw =  water-phase transmissibility

®j =  acentric factor for hydrocarbon component i.

Differen rator

Afty A po) =Ax(T1 Ax APo) +4; (t1 Az A po)

Ay (71 Ax A po) = (171 )i+1/2,j (p°i+1,j - poi'j) - ('51 )i-1/2,j (p°i,j - Poi_”-)

hem l

= divergence operator
= partical differential operator
= normalto

=@ g
!

= Kronecker delta
= 1ifi=j
= 0ifi#j
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transpose
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critical

gaseous-phase

critical gas

heat

water

hydrocarbon component number (x;, ¥;, Z;)
heat loss |
maximum

oleic-phase

overburden

oil-gas system

oil-water system

reférence



CHAPTER 1. - INTRODUCTION

Steamdrive, the most commonly used EOR process, has been used commercially for more than
three decades to recover heavy oil from shallow reservoirs. However, heavy oil constitutes only about
10% of the total U.S. reserves, and it is suggested that steam can be used effectively to recover light oil
under certain situations. waard this end, NIPER initiated allight oil steamfiood research project in 1984.
The project deals with the identificatidn of factors that have a direct bearing on the success of the process.
Some of these factors are rock properties, crude oil composition, degree of steam override, sweep
efficiency, steam quality, steam injection rate, and heat loss. ‘

Models (both physical and numerical) are important tools in improving the conceptual understanding
of one or more physical processes. In thermal processes, both numerical and physical models are used as
Complementary tools to obtain better insight into different mechanisms and evolve strategies which will
economize and optimize the process.

This light oil steamflood project employs both physical and numerical models to help in
understanding the complex steamflood process. Physical models are used for a variety of reasons:
investigation of the displacement mechanisms and relative importance of process variables; impact of
various physico-chemical effects and rock-fluid interactions at elevated temperature and pressure on the
recovery; to study fluid-flow and heat transter aspects; and to obtain data for calibration of numerical
models.

Since physical models, like numerical models, are imperfect tools and are based on certain
approximations and simplifications — they are built to meet certain limited objectives. Furthermore,
operation of physical models is both time-consuming and expensive. These constraints led to the need
for developing mathematical schemes that simulate the light oil steamflood process. Numerical models are
faster and cheaper to run than physical models and serve as an aid in understanding the nature of the
process, in interpreting laboratory experiments, and improving the design of physical models.
Furthermore, they have the experimental capability of discovery of phenomena. Executing computations
under varied values of parameters may lead to discoveries usually unknown otherwise. Once calibrated,
the numerical models can be used to study the impact of certain variables on the process which are too
difficult or expensive to determine experimentally.

To supplement the findings of physical models and as an aid in engineering design, NIPER
developed a numerical model. The primary objectives of this work were threefold: (a) to develop a
predictive simulator that can rigorously model the complex phenomena that occurs during the
steamflooding of the light oil bearing reservoirs; (b) to develop a model that can easily be modified by a
researcher to better predict the performance of specific experiments; and (c) to provide the private sector
with a thermal simulator that can be used on a personal computer. ,

A number of reliable and sophisticated thermal simulators exist in the private sector. The purpose of
the present model development is not to compete with commercial simulators but-to provide a tool with
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which experimental objectives can be evaluated and can be used by independent operators as a
preliminary engineering design tool.

The numerical and physical models will be used as complementary tools. The numerical model will
be employed principally to interpret laboratory results and improve the design of experiments. The results
of the physical model experiments will be used to calibrate the numerical model and to increase the
confidence in the validity of simulator results. Once calibrated, the thermal simulator is expected to predict
steamflood performance over a wide range of operating conditions and provide unlimited resources of
experimentation and the ability to conduct parameter sensitivity tests which are not feasible in the
laboratory. Such an endeavor is a prerequisite for adequate simulation of a steamflood process in a light
oil reservoir.

The status of our attempt to develop a thermal numerical simulator is given. The developed model
accounts for the three-phase flow of oil, water (condensed steam) and gas (steam and hydrocarbon
vapors). The oleic-phase comprised of three components: light, intermediate and heavy ends. The mass
transter among the phases and components is dictated by pressure and temperature dependent vapor-
liquid equilibria.

Gravity and capillary pressure phenomena were included. Energy is transferred by conduction,
convection, vaporization and condensation. The oil and water components were considered to be
mutually insoluble. Table 1.1 illustrates the distribution of components in the three phases..

The model is two-dimensional, capable of being run in one or two dimensions. Both areal and
vertical cross-sectional simulations are possible. Both regular and irregular grid block sizes may be
modeled. The model employs a block centered grid system with a five-point discretization scheme.
Automatic time-step control is featured. A sequential solution technique is employed to solve the finite
difference equations. In this scheme, all of the primary variables were expressed in terms of pressure, and
within an iteration, pressure is solved first and then the other variables in sequence. All of the variables
were updated within each iteration. Table 1.2 lists the major features of the developed model. In tables
1.3 and 1.4, the salient features of the model are compared with those of published models.

The various aspects of the published steamflood models are reviewed and compared in chapter 2.
The development of the mathematical model of the present steamflood simulator is presented in
chapter 3. The procedures to calculate rock and fluid properties together with relevant discussions on the
determination of phase distributions and compositions and estimation of heat loss to the surroundings are
also presented in chapter 3.

In chapter 4, the finite difference representations and the sequential solution procedure employed
in this simulator are presented. A discussion on time-step selection, heat and material balance
calculations, and flash and saturation calculations are also presented in chapter 4.

A description of the computational procedures and a summary of the main features of the computer
program which was developed during this investigation are presented in chapter 5.
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TABLE 1.1 - Distribution of components in fluid phases

Phases
No. Component Aqueous Oleic Vapor
1. Water ' r - r
2. Light oil - r r
3. Intermediate oil - r r
4. Heavy oil - r r

TABLE 1.2 - Model features

A two-dimensional semi-implicit finite difference simulator

Describes the flow of three phases and four components (water and three hydrocarbon
components)

Gravity and capillary pressure phenomena are included

Heat transfer in the porous medium is by conduction and convection

Temperature dependent relative permeabilities

Conétant or variable porosity and permeability

Interphase mass transfer is governed by pressure and temperature dependent equilibrium ratios
Both regular and irregular grid block sizes can be specified

Automatic time-step control feature

Block centered grid system

Sequential solution scheme

Direct matrix solver

Rock and fluid properties are functions of pressure, temperature ahd composition
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TABLE 1.3- Comparison of steamflood simulators - major features

Number of Steam Gravity  Capillary Rock

Author Dimensions Phases components distillation override pressure compressibility
’ Oil Gas
Spillette16 2 2 1 0 no yes yes yes
Shutler!? "1 3 1 2 no yes yes no
Shutler18 2 3 1 2 no yes yes no
Vinsome20 3 3 1 2 no yes yes no
Ferrer2S 2 3 3 4 yes yes yes yes
Weinstein22 " 3 2 2 no - no no yes
Abdalla’® 2 3 1 1 no no yes no
Coats?1 3 3 1 1 no yes yes yes
Coats24 3 3 3 3 yes yes yes yes
Coats26 3 3 2 2 yes yes yes yes
Lemonnier’3 3 3 1 1 no yes yes yes
ito74 1 3 1 1 no no yes no
Grabowski’S 3 3 3 5 yes yes yes yes
Abu-Kassem?27 2 3 3 4 yes yes yes yes
Rubin28 1 3 2 4 no no no no
Harding30 2 3 2 5 yes yes yes yes
"Ishimoto31 1 3 3 3 yes yes yes yes
""Kasraie33 3 3 3 3 yes yes yes yes
Sarathi 2 3 3 4 yes yes yes yes

Two-dimensional heat conduction.
. Equation of state based simulator. K-values are calculated using SRK EOS.

" Other features include bottom water drive, thermal upgrading and non-Newtonian flow. Mode! permit
both molecular and thermal diffusion.
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TABLE 1.4 - Comparison of steamflood simulators - treatment of rock and fluid properties

Relative Qil Gas Qil

Author permeability viscosity viscosity density . K-values
Spillette Kr(S) Ho (T) Hg (T,P) Po (T) NA
Shutler Kr(S) Ho (T,P) Hg (T,P) Po (T,P) NA
Shutler Kr(S) Yo (T,P) Mg (T,P) Po (T,P) NA
Vinsome Kr(S) Ho (T) Hg (T) Po (T,P) NA
Ferrer Kr(S,T) Ho (T) Hg () Po (T,P) K(P,T)
Weinstein Kr(S) Ho (T.C) Mg (T) Po (T,P,C) NA

" Abdalla Kr(S) | Ho (T) Hg (T) Po (T) NA
Coats Kr(S.T) Ho (T) Hg (T) Po (T,P) NA
Coats Kr(S,T) - Mo (T,C) Hg (T,P,C) Po (T,P,C) K(P,T)
Coats CKHST) Ho (T,C) ? Po (T,P,C) K(P,T)
Lemmonier Kr(S,T) Mo (T) Hg (T) Po (T,P) NA
lto KrS,T) Ho (T) Hg (T) Po (T) NA
Grabowski Kr(S,T) Mo (T,P) Hg (T,P,C) Po (T,P) K(P,T.C)
Abu-Kassem Kr(S,T) Ho (T) Hg (T,P) Po (T) K(P,T)
Rubin Kr(S) Ho (T) Hg (T) Po (t) NA
Harding Kr(S,T) Ho (T,C) Hg (T,P,C) Po (T,P) K(P,T)
Ishimoto KrS,T) - Mo (T,C,P) Hg (T,P,C) Po (T,P,C) K(P,T,C)
Kasraie Kr(S,T) Ho (T,P) Hg (T,P,C) Po (T,P,C) K(P,T.C)
Sarathi Kr(S,T) Mo (T,C) Hg (T,P,C) Po (T,P,C) K(P,T)

Numerical results obtained by this simulator and discussion of these results are presented in
chapter 6. Conclusions and recommendations are discussed in chapter 7. Derivations of the partial
differential equations which describe mass and energy transport for the system of interest in this work and
their finite difference representations are given in the appendices.
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CHAPTER 2. - LITERATURE REVIEW

Over the past two decades, numerical simulation has been developed into a strong predictive tool
for the oil industry. The literature on the modeling aspects of a thermal process is rather extensive and a
comprehensive review of the past work on the mathematical modeling of thermal processes is beyond the
scope of this report. Instead, the evaluation of numerical modeling of the steam injection process is traced
over the past three decades, and current and future problems are described. Only the most relevant
papers are considered in this review. }

Numerical modeling of the steamdrive process has been and is being studied in a number of
different ways and can be divided into two broad categories:

(@ mathematical or analytical modeling, and

(b) numerical simulators.

Mathematical Studies

The steam displacement process is very complex. To completely describe the process, exact
solutions to the several coupled nonlinear partial differential equations that describe the mass and heat
transfer taking place must be determined. Such differential equations are too complex and impossible to
solve analytically. However, several investigators have obtained semianalytical solutions after making a
number of simplifying assumptions.

Lauwerier! did the pioneer work in the area of hot fiuid injection into porous media. His simplified
analytical heat transport model was published in 1955. Using the assumptioné that thermal conductivities
are negligible in the direction of flow and infinite over the longitudinal cross section of a reservoir, he
derived the equations for temberature distributions in a reservoir and adjacent formation. His process
involves the flowing of hot noncondensible fluid in a reservoir.

Rubinshtein? extended Lauwerier's work by relaxing some of Lauwerier’s assumptions. Marx and
Langenheim,3 in 1959, using a different approach from Lauwerier, arrived at the same thermal efficiency
description as Lauwerier. Their model is a lumped parameter model which is a heat-balance on the rate of
heat injection, the rate of heat loss, and the rate of heat stored in the reservoir. The principal assumptions
made by Marx and Langenheim are:

(1) local equilibrium of temperatures between fluids and solids;

(2) no vertical temperature variation within a reservoir;

(8) temperature distribution within a reservoir is a step function;

(4) no heat conduction along the flow direction; and |

(5) constant thermal conductivity for overburden and underburden.

Although Marx and Langenheim assumed radial flow and constant injection rate, Ramey#4 showed
that these assumptions can easily be removed, and the Marx and Langenheim model should be valid for
any two-dimensional flow geometry. Since Marx and Langenheim assumed that the heated region would
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remain constant at elevated temperature, this model is better suited for the steam injection process than
the hot water injection. process. The Marx and Langenheim model is good for calculating the heated
volume and the steam swept zbne with high injection rates.

Ramey> pointed out that, for constant heat injection rate, the fraction of the injected heat lost to the
adjacent formation given by the Marx and Langenheim model! is the same as that given by the Lauwerier's1
hot water injection model and greater than that predicted by the Rubinshtein2 model. Rubinshtein
considered the vertical temperature variation within a reservoir, whereas Marx and Langenheim and
Lauwerier did not.

Willman and coworkers® in 1961 proposed an analytical model to estimate steam swept volume for a
radial system. Their model is similar to the Marx and Langenheim model and uses the Buckley-Laverett”
equation to estimate oil production from a hot water zone ahead of a steam zone. Hearn8 in 1969
investigated the effect of latent heat injection on the steam swept volume. He argued that since at initial
time the vertical heat loss is less than the latent heat injection rate, the Marx and Langenheim model is
adequate to calculate the steam swept area. At later times, however, the total rate of vertical heat loss will
become greater than the latent heat injection rate, and all of the injected latent heat is used to supply the
vertical heat loss. Hence, the steam swept volume calculated by the Marx and Langenheim model is
incorrect, and this volume should be considered to be the upper bound for the true swept volume.

Mand! and Volek?® in 1969 attempted to separate the steam-swept volume from the total heated
volume by extending the Marx and Langenheim model. They considered the steam-swept volume
calculated using the Marx and Langenheim model as the upper bound, and using the latent heat injection
rate, they derived an expression to calc’ulate the lower bound for steam-swept volume. In the
development of their theory, they introduced the term “critical time,” which they defined as the time after
which condensation of steam occurs and the heat transfer from the steam zone to liquid zone becomes
significant, i.e., heat flow changes from a largely conductive one to convective one. When the time is less
than the critical time, the steam-swept volume is the same as that given by the Marx and Langenheim
model. Since above the critical time the Marx and Langenheim model is inadequate for estimating steam-
swept volume, they developed an approximate solution to better describe steam zone growth.

In 1972, Shutler and Boberg!0 developed a graphical method for calculating oil recovery by
steamflooding while predicting the fluid saturation profiles and oil bank formation. The predicted values,
however, were conservative and did not match experimental resuits.

In 1978, Myhill and Stegemeier! proposed an approximate solution for steam zone heat efficiency.
This solution was obtained by modifying the Mandl and Volek model. They employed a weighting factor
for averaging the upper and lower bounds of the steam swept volume. This weighting factor was arbitrarily
determined but gave reasonable values for steam zone thérmal efficiencies at qualities greater than 0.3.

In 1982, Yortsos and Gavalas'2 presented an analytical model for calculating steam swept volume.
This model was derived based on Marx and Langenheim and Mandl and Volek models. Before the critical
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time, the steam swept volume was calculated usirig the Marx and Langenheim equations. After the critical
time, the rate of steam zone development was estimated using the proposed equations.

All of the models previoUsly cited examine steamdrive performance largely from a heat flow
approach and do not account for gravity override.

In 1983, Van Lookeren, '3 using the segregated flow theory analyzed the degree of gravity override
in linear and radial systems. He expressed vertical sweep efficiency in terms of gravity number. This
gravity number was derived by assuming that the mass rate of flowing steam at certain vertical distance
from a front is proportional to the steam swept volume. He claimed that his model checked favorably with
scaled laboratory experiments.

i i r

The immense complexity of the steamdrive process precluded the development of complete and
exact analytical models; hence, numerical models were developed which utilize numerical techniques to
solve the nonlinear partial differential equations that describe the process.

Several numerical steam injection process models have appeared in the literature during the past
two decades and have continued to appear periodically. Farouq Ali and Ferrer'4 have reviewed the
current state of steam simulators and have identified the areas where research is needed. Aziz'!S detailed
the modeling requirements of the thermal oil recovery process. The following survey is designed to
highlight the salient features of different steam injection simulators in chronological order. Tabie 2-1 gives
a summary of several steamflood numerical simulators spanning the period 1969-1988.

The first numerical thermal fluid displacement simulator was presented by Spillette and Nielsen in
1968.16 They presented a two-dimensional cross-sectional model for hot waterflooding. Their model
includes the effects of gravity and capillarity and neglects the presence of a gas phase. The mass balance
and energy balance equations are solved separately. The solution scheme employed is highly unstable.

Shutler17-18 developed three-phase, one- and two-dimensional models of steam injection in 1969.
The three-phase (oil, water, and gas) mass balance equations are solved simultaneously using the
Newton-Raphson iteration scheme. The energy balance equation is solved separately using the
alternating direction implicit procedure (ADIP). Mass transfer from the gas phase to the water phase is
permitted to simulate condensation. His model does not permit the dissolution of gas in oil, and oil is
assumed to be nonvolatile. The model also accounts for one-dimensional heat convection and two-
dimensional conduction in the oil sand and adjacent strata.

-
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TABLE 2.1. - Main features of existing thermal simulators

Model Features Solution technique

Shutler!” One-dimensional, three- Three-step solution
phase; accounts for technique. Newtonian
fluid flow, heat transfer, iteration employed
three-phase relative for steam condensa-
permeability, and tion term.
capillary pressure.

Shutler8 Three-phase, two-dimen- Three-stage solution
sional steamflood model. -technique in each
Considers effect of time step to obtain
gravity, reservoir pressure and saturation,
heterogeneity, and then temperature and
nonuniform initial fluid finally gas composition.
phase distribution.

Abdalla and Three-phase steamflood. Explicit solution;

Coats19 Black (dead) oil. unstable for most

Coats et al.21

Patel et al.37

Ferrer and
Farouq Ali25

Weinstein et al.22

Coats26

Three-dimensional, three-
phase steam injection model.

One-dimensional radial steam
injection model.

Two-dimensional, three-phase
multicomponent thermal,
compositional steam
injection-model.

One-dimensional, three-phase
steam simulation model.

Three-dimensional steamflooding
with distillation or solution gas.

17

situations.

Simultaneous solution
of the mass and energy
balance equations.
Neglect steam
distillation effect.

No solution gas.
Accounts for gravity
override.

Fully implicit solution
of the pressure equation.
Very stable.

The mass, heat, and
compositional

constraint equations

are solved sequentially.
Direct Solution technique.
Implicit pressure and
explicit production rate.
Slow to converge and
conditionally stable.

Semi-implicit formulation.
Sequential solution

technique. Marginally stable.

Three-dimensional, highly

implicit. Direct solution.

Highly stable.



TABLE 2.1. - Main features of existing thermal simulators — Continued

Model

Features

Solution technique

Crookston et al.38

Abou-Kassem2/

Coats39

Ishimoto31

Harding30

One-dimensional thermal
simulator, basically for fire
flooding.

Two-dimensional, three-phase
compositional steam injection
model. Nine-point difference
scheme used to minimize grid
orientation effect.

Three-dimensional, multiphase
thermal model. Can simuiate
steam and fireflood.

One-dimensional, three-phase
equation of state compositional
steamflood model.

Two-dimensional steamflood
model that includes nitrogen and
carbon dioxide as steam additive.
Primarily to simulate laboratory
experiments.

Semi-implicit; direct
solution technique.
Reasonably stable.

Fully implicit treatment

of allterms. Newtonian
formulation and Gaussian
elimination. Highly stable
but required excessive
computation and too slow.

Fully implicit direct solution
technique. Very stable.

Fully implicit direct solution
technique. Very slow.

Highly implicit, direct
solution method.

Abdalla and Coats!9 presented a two-dimensional, three-phase steamflood model in 1971. The
gas phase assumed to consist ohly of steam when present. In this model, the implicit-pressure, explicit-
saturation (IMPES) solution scheme was empioyed. Because of the approximate treatment of
nonlinearities, the mode! was relatively unstable. ‘

Vinsome29 in 1974 presented a hot waterflooding/steam injection model which employed Runge-
Kutta methods to stabilize the IMPES solution scheme. All physical properties of the fluids were
expressed as analytical functions in order to help control the size of the program. Although the stabilized
IMPES solution scheme is simpler than the fully implicit formulation, the method was computationally
inefficient and accuracy degraded over large time steps.

Coats and coworkers2! in 1974 presented a three-phase (oil, water, and steam), three-dimensional
numerical model for steam injection process. The mass and ehergy balance equations were solved
simultaneously, eliminating the need to iterate on mass transfer terms. The model did not include
temperature-dependent relative permeabilities or steam distillation effects but did include gravity and
capillarity.
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Weinstein et al.22 in 1977 described a model that simulated two-dimensional heat transfer and one-
dimensional, three-phase fluid flow in multilayered reservoirs. The model accounts for steam
condensation; however, it excludes gravity and capillary effects and does not consider temperature:
dependence of relative permeability. The model includes a two-dimensional heat transfer scheme to
account for the overburden/underburden heat losses. The solution gas and distillation effects are
accounted for using an explicit mass transfer rate between the oil and vapor. The sequential solution
scheme of Spillette et al.23 is used for solving the equations. Recent work has shown that such solution
procedures are less stable than a fully implicit scheme and may lead to convergence difficulties for a
reasonably large time step.

As an improvement to his earlier model, Coats24 presented a three-dimensional steam injection
model in 1976. This model accounts for steam distillation, solution gas and temperature dependent
relative permeability and uses a more implicit treatment of capillary pressures and transmissibilities. A one-
dimensional heat conduction model is utilized to account for the heat loss to the surrounding formations.
The sequential solution method is basically used in this model.

In 1977, Ferrer and Farouq Ali2® described a two-dimensional compositional model for steam
injection similar to that of Coats.24 Three hydrocarbon components and water are included in the
formulation. The mass, heat, and compositional constraint equations are solved sequentially using a
direct solution technique. The model is slow to converge and conditionally stable.

A highly implicit, three-phase, three-dimensional steamdrive model was presented by Coats26 in
1978. The oil is treated as a two-component mixture to accommodate problems involving solution or inert
gas or distillation. He employed a direct solution technique to solve the system of equations
simultaneously. A variable substitution technique is incorporated into the simultaneous solution logic to
maximize stability.

In 1981, Abou-Kassem?27 presented a two-dimensional, three-phase fully implicit compositional
steam injection model. A nine-point difference scheme is used instead of the conventional five-point
difference scheme to minimize grid orientation effects. A sequential implicit scheme is used as the
solution method. The use of nine-pdint scheme increases the computational work tremendously.
Further, since a nine-point scheme becomes a 27-point scheme in three-dimensions, the amount of
computation needed to obtain the solution tends to be astronomical.

Rubin and Buchanan?28 described a general purpose three-dimensional, four-phase (oil, water, gas,
and solid fuel) thermal simulator in 1983 for simulating hot water injection, steam injection, dry combustion,
and wet combustion. The model accounts for fluid flow, heat transfer (convective and conductive), heat
loss to adjacent strata, fluid vaporization)condensation and chemical reactions, and places no restriction
on the number of oil, gas, or solid phase components that can be specified. The simulator employs an
incomplete factorization method to solve the often ill-conditioned coefficient matrix. -All the constrained

19



equations are solved simuitaneously. A fully implicit well model is coupled to the simulator, and reservoir
conservation equations and well flow equations are solved together fully implicitly.

Also in 1983, Potempa29 presented a three-phase, three-dimensional noncompositional
steamflood simulator that uses a numerical scheme which is an admixture of finite difference and finite
element methods. Fluid properties are determined as a function of primary variables (pressure,
temperature, and saturation), and mass mobilities are used to define fractional flow of phases. .

Harding3© in 1986, described a highly implicit two-dimensional, three-phase compositional simulator
designed to aid in the interpretation of one-dimensional laboratory steamflood experiments. Special
features incorporated into the numerical mode! include provision for estimating heat losses from cylindrical
cores, flanges, insulation, and conservation equations for steam additives such as carbon dioxide and
nitrogen. A direct solution method is used to solve simultaneously the mass and heat conservation
equations.

Ishimoto et al.31 in 1986 presented a one-dimensional, fully implicit thermal compositional simulator
for steam and hot water injection. This was the first model that employed an equation-of-state approach to
tackle phase-behavior problems. The advantages of this approach are that thermodynamic consistency is
assured in the estimation of phase fluid properties. Unlike other published simulators, they employed
mass fraction constraints (instead of mole fraction constraints) in the conservation equations. The
advantage of this approach is that it reduces the number of unknowns in each grid block. For example, for
a three-component hydrocarbon system, the number of primary variables decreases from seven (P, T, Sw,
Sg. X1, x2, x3) fora conventional formulation to five (P, T, w1, w2 and w3) for the mass fraction approach.
The saturations are estimated from a knowledge of density and weight fractions. They also employ a
variable substitution method to atiow for different sets of unknowns, depending on the phase béhavior.
The major disadvantage of this model is that it is extremely slow and computationally expensive due to
rigorous phase-behavior computation at each Newtonian iteration. ‘

in 1987, Dogru et al.32 described a three-phase, three-dimensional noncompositional thermal
simulator designed to handle Iarg‘e-scale field thermal projects. Kinetics and phase behavior relations
were not modeled. A nine-point, finite-difference scheme is employed to reduce grid orientation effects.
A preconditioned conjugate gradient solution technique is used for the fully coupled conservative
equations.

Also in 1987, Kasraie33 presented a three-phase, two-dimensional, multicomponent simulator
capable of simulating steam injection phenomena in bottom water drive type reservoirs. Special features
incorporated into the mathematical formulation included thermal upgrading, non-Newtonian flow, and
foam flow. A fully implicit formulation was embloyed, and the resulting finite difference equations were
solved using a block band matrix solver aigorithm.

In 1988, Zhai et al.34 described a noncompositional (dead oil) thermal simulator capable of running
on a personal computer. The model was designed to simulate hot water and steam injection processes in
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either Cartesian or radial geometry. A direct solution method (D4 Gaussian elimination) was used to solve
the coefficient matrix. To improve the stability and accelerate convergence, they used an adaptive
correction iterative scheme. Details of the algorithm were not discussed. '

Discussion

Despite over two decades of experience and improvements in the development of thermal recovery
simulators, numerical simulation of thermal recovery methods, (steam injection and in situ combustion) is
still in a state of flux and more improvement is needed. Farouq Ali and Ferrer14 identified the following
areas as requiring further elucidation: formation parting, relative permeability variation with temperature,
phase behavior of the fluids, and emulsification of the oil-in-place. Abou-Kassem and Farouq Ali35
touched upon a few items that need special attention during the development of a thermal simulator, and
the difficulties likely to one encountered in addressing these prob‘lems. Some of these include: potential
reversal, well model, grid block size, steam injection in fractures, etc. These are complex problems and
can seriously impede the simulation run. While progress is being made in addressing some of these
problems, several other problems may occur for which a clear solution is still not available. Another
significant feature of the steam displacement process is that it is sensitive to grid orientation. Although
several methods have been suggested in the literature to resolve this problem, none of them are
completely satisfactory. The probiem becomes hopeless when one tries to a model steam injection
process for heterogeneous and anisotropic reservoirs and also for irregular grid.'5 Steam displacement
simulations also require sophisticated well control logic in the program, and none exist to date.

Other problems that plague all existing simulators are spurious numerical oscillation in time and
numerical dispersion. Numerical oscillation, which is most apparent in one-dimensional steam injection
simulators, involves oscillation of pressure or saturation with time. Numerical dispersion, which is prevalent
in all numerical simulators, washes out steep gradients and fronts and leads to significant errors in the
prediction of frontal advance rates. Both problems can be traced to the large gradients in primary variables
which exist primarily in the vicinity of steam fronts. A number of other problems encountered during the
simulation of a thermal process are detailed by Esmail.36

While thermal simulators have achieved a remarkable degree of success in simulating some very
complex processes, further research and development are needed to make the models robust and
reliable. Newer numérical solution techniques are needed to minimize storage requirements and allow full
scale field simulation. ~ -

ictiv l
Although steamfiood simulators can be used to forecast future reservoir performance and formulate
operational strategy, they are computationally expensive, and their accuracy and reliability depend on the
accuracy of input data. The inherent sophistication of a thermal simulator makes it sensitive to rock and
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fluid properties, and geological information which is often unknown and must be estimated or defaulted
from limited data. In addition, the complexity of a recovery process which involves flow and potential
reversal and phase disappearance renders the equations of a thermal simulator difficult to solve.
Moreover, large CPU time and convergence and numerical stability problems make thermal simulators
expensive tools. Therefore, the sophisticated thermal simulators are inappropriate tools during the
planning, screening, and preliminary design stage of a thermal project. Thus, the incentive exists to

~develop Simple models for screening candidate reservoirs for steam projects and for forecasting reservoir
behavior with less time and expense.

Several predictive models exist in the literature for predicting steamflood performance. These
include empirical correlations and models based on analytical expressions. Empirical correlations can be
useful for correlating data within a field and for predicting performance of similar reservoirs. However, use
of these correlations for situations much different from the ones that led to their development can result in
large errors. The accuracy of an analytical mode! depends on the assumptions used to develop the
expression. In the following paragraphs, a few selected published predictive models are reviewed. The
selection is based on the popularity of these models and their usefulness as a screening and design tool.

The reported steamflood performance models can be divided into two categories: (a) one-
dimensional frontal advance models and (b) two-dimensional vertical (x-z) displacement or gravity override
models.

In frontal advance models, the steamdrive mechanism is modeled as a horizontal frontal
displacement. These models assume vertical steam fronts; that is, the steam zone is assumed to grow
horizontally, and the tendency of the steam to finger beyond the front is suppressed by condensation.

Gravity override models (also known as bypass models) recognize the tendency of steam to
override an oil column and hence are more complicated te describe physically and mathematically. Gravity
override models assume the principal direction of steam zone propagation to be vertically downward.

Frontal Advance Models

In 1978, Myhill and Stegemeier!! presented a predictive model based on the Mand! and Volek
theory.8 While this model permits quick estimates of steamflood performance for a specific reservoir, it is
less useful as a preliminary design tool because of its inability to calculate fractional fiow, oil bank volume,
pressure drop, etc. .

In 1980, Gomaa40 published a predictive model for calculating steamflood oil recovery and oil-steam
ratios as a function of reservoir characteristics and operating conditions. The correlations are developed
using a three-dimensional numerical steamflood simulator. Since only a limited range of data are used to
develop the correlations, this model can be applied only to reservoirs with properties similar to those of
Kern River (CA) field.
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Rhee and Doscher4! presented a predictive model in 1980 based on concepts of Marx and
Langenheim3 and Van Lookeren.13 This model accounts for the effects of steam distillation and gravity
" override which are based on heat and material balance equations. In the model, the steam zone volume
and shape are calculated by a rigorous heat balance. Steam overlay is estimated from the Van Lookeren
theory.13 Steam distillation is calculated by a compositional method. Areal flow distributions are estimated
using the Higgins and Leighton’2 streamtube model. Although the model has shown good agreement
with experimental results, it is not easy to use and is almost as complicated as a numerical simulator.

Jones42 in 1981 presehted a simplified predictive model. Oil production rates are estimated by
using a modified Myhill and Stegemeier!! expression. Van Lookeren's!3 procedures are used to
estimate steam injection rate. Empirical factors, based on field perfformance, are included to simulate the
oil production history at a given steam injection rate. .

Aydelotte and Pope#3 and Arima%4 presented a predictive model in 1982 which aimed to predict
steamflood performance more realistically than previous predictive models. In these models the reservoir
is divided into four zones: (1) uninvaded zone, (2) oil bank zone, (3) hot liquid zone, and (4) steam zone.
The model employs fractional flow theory and mass/energy balances to account for changes in oil cut, gas
production, eté. Using an equation similar to Van Lookeren13 and Farouq Ali's45 empirical correlation,
they accounted for the vertical and areal sweep efficiency in the model. This model is restricted to
horizontal, homogeneous, isotropic and incompressible reservoirs, and only five-spot sweep correlations
are included. '

In 1984, Vogel46 proposed a model that assumes a horizontal steamfront rather than a vertical
steamfront assumption of frontal advance model. Such models, which assume instantaneous steam
overlay, are called descending steam chest models. When the upward migrating steam reaches an
impermeable barrier, further upward migration is halted, and the steam zone expands. vertically downward.
Crude oil production occurs as a result of steam flowing above and across the oil column.

Miller and Leung47 extended Vogel's model to permit a complete rate versus time prediction. This
model assumes that the oil viscosity reduction is entirely due to conductive heating of the oil fayer, which
is overlain uniformly by the steam zone. The model does not account for pressurization of the reservoir or
other effects considered to be unimportant. Agreement between model results and field production
history was reported to be good during the early times, but tends to be conservative for later times.
Because of the nature of the oil production equation, the model can predict oil recovery accurately only if
an accurate value of primary oil production rate is available. To improve the model's predictive capability,
modifications were suggested by Chen“8 and Boberg.49

Recently, Gajdica et al.59-5 proposed a semianalytical predictive model for linear and cross-
sectional systems. The model accounts for formation dip, formation compressibility, thermal expansion of
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formation, reservoir fluids, and steam overlay. The system of equations is solved by iterating on the
injection well pressure. The model, designed to run on a personal computer, is reported to yield results

comparable to those obtained using a numerical thermal simulator.
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CHAPTER 3. - MODEL DEVELOPMENT

Steamflooding an oil reservoir is a complex process which involves simultaneous flow of multiphase
fluids (oil, gas, and water) and heat. The process is further complicated by interphase mass and energy

transfer.

The mathematical model which simulates such a process and the assumptions involved are

presented in this chapter. Correlations and expressions used to estimate rock and fluid properties are
given. Discussions on the determination of phase distributions and compositions and the estimation of
heat losses to the surroundings are also presented. '

Assumptions

The following assumptions are used in developing this model.

1.

2
3.
4

The flow is linear.

Thermal and phase equilibria are instantly reached within the grid concerned.
Oil and water are immiscible. '

Mass transfer between oleic and gaseous phases for any hydrocarbon component is described

by the vapor-liquid equilibrium.

5.

6.
7.

The mole fraction of steam in the gaseous phase to be computed as

— Psat
Ys Pg

Radiative heat transfer is assumed to be absent.
Heat transfer to the impermeable, adjacent strata (over and underburdens) is governed by the

diffusivity equation.

8.

9.
10.
11.
12.
13.
14.

The contribution of kinetic energy and the work done by viscous forces are negligible.
Hydrocarbon thermal cracking is ignored.

Presence of hydrocarbon in vapor phase has no effect on steam-water phase behavior.
Only the water component is injected into the reservoir.

Oleic phase is aséumed to consist of three components.

When calculating phase equilibrium and properties, oleic phase pressure is used.

The heat losses through lateral reservoir boundaries are assumed to be zero.

Mathematical Formulation of the Model

Appendix A contains derivations of the partial differential equations which describe mass and
energy transport for the system of interest in this study. The equations which comprise the present model

include a mass (molar) balance for each component, the energy balance, mole fraction and saturation
constraints, capillary pressure relations and phase equilibria relations. The finite difference equivalent of
the model conservation equations are derived in appendix B and summarized as follows:
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I. Mass Conservation
Hydrocarbon Components

Ao x{APo - Yo AD) +1g Vi (Apg - Yo AD)] + 0o XiPo +dg YiPg

=—\£—? 8[4) (Xi Bo So + Yi Bg Sg)], i=123

(3.1-3.3)
Water
Altw (Apw - Yw AD) +1gYs {(Apg -v9 AD)]+Qw Pw +dg ¥Ys Pg=
Vb 5[0 (p oS
At [q)(pWSW"'YS Pg g)] (3‘4)
I. Ener nservation
Aty Apo) + A (tc AT)-qL - GH
=X—*; 5[0 (Pw Sw Uw + Po So Uo + Pg Sq Ug) + (1-0)(pCplr T] 55)
ill. Phase ration Constraint
S°+Sg+Sw= 1.0 (36)
v le Fracti nstrai
3
Y xi =10 Oleic Phase
i=1
3
Y yi+ys=10  Vapor Phase 8.7
i=1 _
V. Capillary Pressure
Pewo = Po - Pw ‘
Pcgo = Pg - Po (38)
VIi. Ph Relation
yi=K X, i=123 (3.9)
Initial and Boundary Conditions

To complete the mathematical formulation, we specify the initial and boundary conditions. In this
study, a closed or no flow boundary is used.
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The initial conditions are:

P(X,Z,0) = pint _ ' (3.10)
T(X,Z,0) = Tit (3.11)
SI (X,Z,O) = (Sl)lnt i= ogw (31 2)

and at overfunderburden
T(X,Z,0) = Tint (3.13)

The boundary conditions are:

At the reservoir boundary
® o
X (3.14)
P _g
oZ (3.15)

At the reservoir boundary, the no flow condition is incorporated by setting permeability (or
transmissibility) to zero.

At outflow boundaries:

Po =Po (3.16)

Po =Pg =Pw (3.17)

V_)T- :'l% =0 (3.18)
and at-inflow boundaries

Po =Po (1) ‘ . (3.19)
When injecting steam

Qstm = Qstm(®) | (3.20)

Treatment of Nonlinearities
The partial differential equations describing the steam injection process include several nonlinear
functions. For obtaining a meaningful and stable solution, these nonlinear terms must be handled
properly. The nonlinearities involved in a steam model are either weak nonlinearities such as density,
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viscosity, and enthalpy or strong nonlinearities such as relative permeabilities, capillary pressure, and
phase behavior.26 The handling of nonlinear terms involves both space and time.

In this study, the nonlinearities such as density, viscosity enthalpy, and mole fraction of each phase
are approximated in space using one point upstream weighting scheme; i.e.,

Xi ito i+ :
Xist/2 _ { i for flow from block i to i+

{ %41 for flow from block i+1 to1

where x stands for density, viscosity, enthalpy or phase mole fraction. Relative permeabilities are also
evaluated using upstream weighting.

For time approximation density, viscosity, and the relative permeabllmes are evaluated at time level n
(at the old time-step),

i i f voir Flui n

The functional dependences of physical properties are given in table 3.1.

I.  Rock Properties

The rock properties that are needed for reservoir thermal simulators are: absolute permeability (k),
density (pg), porosity (9), rock compressibility (CR), thermal conductivities (AR) and specific heat (Cpg).

Absolute permeability, rock density, rock compressibility, and specific heat are taken as constants.
Porosity is expressed as a function of pressure, i.e.,

¢ =0int[1+CR(P-Pin)] ’ (3.21)

Rock internal energy is estimated following Crookston38 as

UR =Cpg(T - Tint) (3.22)

The use of initial reservoir temperature, Tint instead of reference temperature, Tref OF even omitting
Tref (Tint) Should not produce any error since we are interested in the time changes of Ug rather than their
absolute value.2”7 Note that equation 3.22 is an expression for rock enthalpy, Hg, rather than internal
energy, UR. The rock internal energy, UR, is actually

UR =H -_p._
R JPR (3.23)

p

Since the term K in equation 3.23 is negligibly small, all investigators ha\)e neglected this term.
R
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Formation thermal conductivity is a function of temperature, water saturation, and porosity and is

given by

Asat, (T) = 6.3604425 [exp(0.6 pR + 0.6 Sy)] T 055 (3.24)
where

Asat, (T) = thermal conductivity of partially water saturated rock at temperature, T,
Btu/hr-ft-°F. ’

T = Temperature, ° K

The above empirical correlation was developed by Tikhomirov®3 and was recomménded by Faroug
Ali.52

. Eluid Properties
A. Viscosity
Water:

Water viscosity is considered a function of temperature only and calculated using Yao's54
correlation:

nw = 159571182, cp (3.25)

T = temperature, ° F

Qil:

Oil component viscosities are calculated from expressions of the foliowing type

Ho = A exp(B/T) 4 , : (3.26)
and oleic-phase viscosity is determined as in Crookston et al.38 using the Arrhenius type equation
NC
Ho = II Xjui
i=1 (3.27)
Vapor:
Hydrocarbon Vapor:

Vapor phase pure component viscosities are all calculated as functions of tempefature using
equation 3.26.

The viscosity of vapor phase hydrocarbon mixture (uyHc ) at atmospheric pressure is then
calculated using the Herning and Zipperer®S equation.
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NG
Y HiYi YMW;
:

HHC =k
v NZC - (3.28)
i=1
Where
Hi = pure component viscosity, cP
MW, = pure component molecular weight
Yi = component i mole fraction in the vapor phase.

A pressure correction is then applied to equation (3.28) using the method of Dean and Stiel .56
(Mm - BvHC) Cm=

0.000108 (e1-439prm. ¢-1.111prm 858, » (3.29)

Where

BEm

high pressure mixture viscosity, cP

WHC = mixture viscosity at one atmosphere (from equation 3.28)
Prm = pseudo reduced mixture density
= PmPcy (3.30)
Cm =(Tc)i 1¥687 (MW)R® (pc)id-6667 (3.31)
Pem = Pe)m /R(Te)m(Ze)m (3.32)
@ -3
Zejm =2, Yi ZcI
i=1 (3.33)
NC
(Pc)m = Y, YiPg ,
, i=1 (3.34)
NC
(Tc)m = Z YiTg
i=1 (3.35)
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NC
(MW)m = 2 Yi (Mw)I
=1 (3.36)

The above procedure was used by Crookston et at.38

Steam viscosity is estimated using equation 3.56. The vapor phase viscosity is then computed as

lg =Hm +Hsteam Ys V18 (3.37)
Density
Water:

The mass density of water is assumed to be function of temperaturé and pressure and calculated
using Tortike and Farouq Ali's57 correlation.

pw (T) =236.372 - 1.29187T + 0.00378125T2 - 5.40258 x 10" T3

+3.74277x 10° T4 - 1.01916x 10712 75 (3.38)

Where pw(T) density of water at temperature T, lbm/cu ft.

T

temperature, ° R
A pressure correction is then applied to equation 3.38.
pw (T, P) =pw (M [1 + Cw (P - Pint)] ' (3.39)

pw (T, P

density of water at temperature T, and pressure p

Cw water compressibility, psi’!

Qil:
The mass density of oil is treated as a function of pressure, temperature and oil phase composition
and computed using Gros’s58 correlations.

Po (T) =Popges - C1 (T - 60) + C2 (T - 60) (3.40)
Where |
Popet = reference density of oil at 60° F Ibm/ft3

T

temperature, °F
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Reference density is computed as

NC
Poget = 624278 i_21 W; SG;

Wi = weight fraction of component i in oleic phase

NC
= XMW/ Y xiMW;
i=1

SGj = specific gravity of component i at 60° F
-2.45

Ci = 0.0133 + 152.4 (PoRef)

Co = 0.0000081 - 0.0622 x 10°(0-0764por)

A pressure correction is then applied to equation 3.40
Po (T.P) =po(M[1+Co (P - Pint)]
po(T.p) = oil density at temperature T and pressure p
Co = oil compressibility, psi’

The oil compressibility is calculated from>9

Ry -1.0)/A
(Rg P

Co =

Ri = Poge+D1P1 -D2Pf

R2 = Popes +D1P -D2P?

Di = 0.167 +16.181x 10'(0'642590Ref)
Do = 0.00299 +2.63 x 10 (0-0803pog)
P = (p+Ap)y1000, p in Psia

P = p/1000

Co will be the average oil compressibility between P and P1.
In the program Ap has been defauited to 100 psia.
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Vapor Phase Density
The molar density of vapor phase is a function of pressure, temperature and composition and
computed using real gas law, i.e.,

pg =p/ZRT (3.52)
Where 59 = vapor phase density Ib-mole/cu ft -
psj - ft3
R = Gasconstant=10.731 ——=—
: b-mole°R
4 = @as deviation (compressibility) factor.

The hydrocarbon vapor phase component deviation factor (Z;) is estimated using Papay’s
equation.60

Z=1--_352p 0274 pF
100'9813Tr 100.81571-r

(3.53)
Where  pr = reduced pressure = P/pc;

Tr = reduced temperature = T/T, ¢
The steam compressibility factor (ZSteam) is calculated as®!
(Zsteam) = 1.012-4.461x 104 T+2.98x 106 T2 - 1.663 x 108 T3 (3.54)
T - temperature, ° C
The vapor phase compressibility factor is then given by

3
Z =3 YiZi +ZsteamYs

i=1 (3.55)

¥s = mole fraction of steam in vapor phase.
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Steam and Saturated Vapor Properties
Many correlations are available for calculating steam properties. In this work, Tortike and Farouq
Ali's57 correlations were used to estimate saturated steam properties as a function of pressure and
temperature. These correlations are valid only within the steam saturation envelope.

Steam Viscosity
USteam = -0.546807 + 3.83050 x 10-3 T - 1.04938 x 10-5 T2
+1.42291 x 108 T3 -0.49798 x 1012 T4
+2.49747 x 10715 TS ' (3.56)
Where
HSteam = Steam viscosity, cP
T = temperature, °R
Saturation Temperature (°R):
Tsat = 561.435 +33.8866 Inp +2.18893 (In p)?
+0.0808998 (In p)3 + 0.0342030 (In p)* (357)
p = Pressure in Psia
Saturation_Pr r i
Pgy; = [66.9421 +0.485086 T - 1.33944 X 103 12
+1.71599x 106 T3 -9.93039 x 10710 T¢ (3.58)
+229394x 10713 792 '
T = temperature, ° R
Enthal f r Steam_(Btu/l
HSteam = -9469.85 + 87.2545T - 0.299668 T2
+5.43610 x 104 T3 - 5.46484 x 107 T4
+2.88759 x 10-10 75 - 6.28068 x 10°14 T6 (3.59)
T = temperature, °R
Latent Heat of V rization (Btu/l
© L =[1,327,940 + 1,134.53 T - 5.04327 T2
+5.15204 x 10373 - 213711 x 106 7412 (3.60)
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Internal Energy of Steam (Btu/lbm)
Usteam =Hsteam - 144.0 x p/(psteam X 777.649) (3.61)

Enthalpy of Water (Btu/lbm)

Hw = 10,174.2 - 87.4729T + 0.301147 T2 - 5.38409 x 10-4 T3
+5.33392x 107 T4-2.77814 x 1010 15

+5.95201 x 10714 T8 _ (3.62)
Internal Energy of Water (Eju[Alpm) |
Uw =Hw-(144.0 x p/(pw (T.p) x 777.649)) (3.63)
Qleic Phase Specific Heat

The hydrocarbon component specific heat at constant pressure (Cp) is considered a function of
temperature and computed using Hadden's correlation.62

Cpy =a+bT + CT2+d T + N (A2 + ABT, + ACT2 + AdTH) (3.64)
Where CPi = heat capacity of compbnent i at constant pressure
Cal/gfn - mole - ° K (Btw/lb-mole - ° R)
Tr = reduced temperature
N = carbon number

a,b,c.d etc. are constants and are given below. These constants are for normal alkanes with N>5.

a = 0.84167
b = -1.47040

¢ = 1.67165

d = -0.59198 ' (3.65)
Aa = -0.003826

Ab = -0.000747

Ac = 0.041126

Ad = -0.013950
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The carbon number N is computed as

N = Int.((MW; + 6)/14.)

The oil component enthalpy is computed as
Hi = Cpix (T - Tref) Btu/b-mole

and oil phase enthalpy is given by

NG
Ho =Y, xiHi
i=1

The oil component internal energy is given by
Ui = H; -(p x 144.0/p; (T) x 777.649)
and oil phase internal energy is computed as

NC
Uo = 3, XiUj
i=1

The hydrocarbon vapor phase enthalpy is calculated as

NC
Hucv =2, YiH
=1

and the vapor phase enthalpy is

Hy =HHcv +Ys Hsteam

The hydrocarbon vapor phase internal energy is computed as

NC
Unev = 2, Yi Ui
i=1

and the vapor phase internal energy is

Uy =Uyey +Ys Usteam
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Enthalpy of Vaporization of Hydrocarbons
The enthalpy of vaporization of hydrocarbon i is estimated using Chipman’s modification of
Kistyakowsky equation.63

(Wi Tp - 1.014 Ty, (8.75 + 4.571 log1o Tb ;) (3.75)

Where

(LV) iTb = latent heat of vaporization of component i at normal boiling point, Cal/gm-mole

normal boiling point of component i, ° K

The latent heat of vaporization at any other temperature T is then computed using Theisen’s correlation.63

T -T 038
L) = (L)im (T )
(Lv)it = (Wi (Tc ey (3.76)

n f r-Liquid Equilibria (K-val

The equilibrium constants for a hydrocarbon component i, Kj, (i = 1,2,3) is specified in tabular form
as a function of both pressure and temperature independent of composition. A table look up routine
conducts a binary search in a two-dimensional table and the K-values at the desired pressure and
temperature is obtained using either by linear interpolation or by spline interpolation.

The water component K-value is calculated as

Kw =psat/p (3.77)
Where psat = water (Steam) saturation pressure, psia.

Phase appearance and disappearance was handled using Crookston’s38 method which was later
modified by Abou-Kassem.64 Following the approach of Abou-Kassem, we write:

Ki =KiXoXg i=123

(3.78)
KW = Kw Xw Xg X (379)
Where
So +Eo (3.80)
__Sg+Eg
-30
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Xw = ___S_!V_ .
Sw + Ew - (3.82)

Where Eo, Eg and Eyw are small numbers of the order 10-5 and llzi are temperature and pressure
dependent K-values. The effect of adjusting K-values in this fashion is to create a situation in which
individual phasés are not allowed to disappear completely, but a small portion of each phase is maintained
at all conditions.

1Il. Fluid-Rock Properties
The fluid rock properties to be discussed here are capillary pressure and relative permeabilities.

a. il Pr re:

The capillary pressure data for the oil-water system and gas-oil system are read in tabular form.
The effect of temperature on capillary pressure is neglected. The oil-water capillary pressure, pcy, IS

assumed to be a function of water saturation only, while the gas-oil capillary pressure, Pcgo is assumed to

be a function of both water and oil saturation. The capillary pressure data are fitted to splines for purposes
of interpolation.

b. Relative Permeability
Two-phase relative permeabilities are calculated using the method suggested by Coats.24 The
working equations account for the effect of temperature on relative permeabilities. The correlations of
Coats take the following form.

Sw- Sw, (M ™
kw = Kr (T)[ L }
Y0711 - Sony (N - Sw (M (3.83)
1 -Sopy ™M - Sw }"ow
Krow = Krapa (1) T
MM - Sony M-S (M (3.84)
[1 - Sw, (T) - Sorg () -Sg ™09
krog = k’oiw(T) v 9 :l
| 1-Swi (T -Sog (M (3.85)
- g
g = Higro |20 __|
9~ P 1= Sy, (T) - Sorg (M - Sgg (3.86)
Where
Krwro Mm - relative permeability to water at residual oil saturation at temperature T
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k’9r° (M) = relative permeability to gas at residual oil saturation at temperature T

kroiw (1) = relative permeability to oil at irreducible water saturation at temperature T
SWir (T) = irreducible water saturation at temperature T

Sorw (T) = residual pil saturation to water at temperature T

S°f9 (T) = residual oil saturation to gas at temperature T

Sge = critical gas saturation

Nw, Now; Nog, Ng = exponents on saturation.

The temperature dependent parameters such as Krwro (T) are assumed to be linear functions of

temperature.
eg. X = A+B(T-Tre) (3.87)

Three-Phase Relative Permeabilities
In this study, three-phase relative permeabilities are synthesized from two-phase relative
permeabilities using Stone’séS method.
The following assumptions are made in developing Stone’s method:
1. The water relative permeability is a function of water saturation only and does not depend on
the relative proportions of oil and gas phases. Hence,
kw = Krw (Sw) (3.88)
2. The gas relative permeability is -a function of gas saturation only and does not depend on the
relative proportions of oil and water phases. Thus, '
kg = krg (Sg) (3.89)
3. The oil relative permeability is a function of both water and gas saturations, i.e.,
kro = kro (Sw, Sg) ‘ (3.90)
Using these assumptions, kpw and krg are obtained from two-phase oil-water and oil-gas relative
permeability data. ko is obtained from the following relationships. This is a modified form of Stone’s
original equation.27

k
kro _ kfoiw M {(k Krow + kfw)(k ro%-) + krg) -(krw + krg)J (3.91)

Toiw (T) Toiw
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BRate of Heat Loss to Over and Underburdens

The injected steam heats the oil reservoir which, as a result, loses heat to the surrounding
~ formations. Coats, et al.2! have found that lateral heat conduction in the adjacent strata has no effects on
reservoir temperature. Hence, it is assumed that conduction only occurs normal to the top and to the
bottom of the reservoirs. Heat losses in the laboratory 2-D model are assumed to follow the same trend as
in reservoirs and obey the one-dimensional heat flow by conduction.

It is assumed that the formation is rectangular and of uniform thickness. Thermal conductivity and
heat capacity of the overburden/underburden strata are considered to be constant.

The one-dimensional heat conduction equation can be written as:

9?T _poB CpoB 3T
aY?2 Ao ot (3.92)

Where (PoB); (Cpoa) and (AoB) are the density, specific heat, and thermal conductivity of the overburden
and underburden rocks.

" As shown by Coats2! equation 3.92 gives reasonably accurate results. Equation 3.92 is solved by
finite difference approximation. Smaller grid size is used close to the reservoir while larger grid size is used
away from the reservoir. The resulting finite difference equations for a given block are shown in appendix
F. Direct elimination is used to solve the resulting tridiagonal system of equations.
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TABLE 3.1 - Functional dependence of physical properties

Variable Definition Functional dependence
] Porosity p

A Formation thermal conductivity T,Sw, ¢

Hw Aqueous phase viscosity T

Lo Oleic phase viscosity T, x1, X2, X3

Hg Vapor phase viscosity P, T.¥1,¥2,¥3, ¥s
Pw Aqueous phase density p, T

Po Oleic phase density p, T, X1, X2, x3

Pg Vapor phase density P, T,¥1.¥2,¥3, ¥s
Hw Aqueous phase enthalpy T

Ho Oleic phase enthalpy T, X1, X2, X3

Hg Vapor phase enthalpy T,¥1, Y2, ¥3, ¥s

K Equilibrium ratios p,T

Krw Aqueous phase relative permeability T, Sw

Kro Oleic phase relative permeability T, Sw: Sg

Krg Vapor phase relative permeability T, Sg

(MW)q Oleic phase molecular weight X1, X2, X3

(MW)q Vapor phase molecular weight Y1, Y2, ¥3, ¥s

Uw Aqueous phase internal energy T

Uo Oleic phase internal energy T, X1, X2, X3

Ug Vapor phase internal energy T,¥1, Y2, Y3, Ys
URr Rock internal energy T

(Cplo Oleic phase specific heat T, x4, X2, X3

(Cp)g Vapor phase specific heat T,Y1.¥2,¥3, ¥s
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CHAPTER 4. - EXPANSION OF THE DIFFERENCE EQUATIONS AND METHOD OF
SOLUTION

The mathematical mode! presented in chapter 3 must be solved numerically because of the
nonlinearity and complexity of the equations involved. In this chapter, the finite difference representation
of the mathematical model, the expansion of the finite difference equations in time and space, and their
method of solution are summarized. The details are presented in appendices C, D, and E. The finite
difference methods presented here are similar to those presented by Coats24 to solve a system of
equations representing steamflood process.

Expansion of Finite Differen E ion

The finite difference representation of the partial differential equations describing the steamflood
process are presented in chapter 3 (egs. 3.1 to 3.9). The steamflood problem considered in this study
consists of three independent variables, x, z, and t, and seven dependent vériables: X1, X2, X3, Sw, Sg, T
and p. As in any finite difference simulator, the objective is to determine values of the primary
(dependent) variables at a new time, t =t + At, i.e., x1(t+At), x2(t+At), x3(t+At), Sw(t+At), Sg(t+At), T(t+At),
and p(t+At) given the values of the dependent variables at time t, i.e., x1(t), x2(t), x3(t), Sw(t), Sg(t), T(1),
and p(t).

in the present study, the seven finite difference equations 3.1 to 3.7 are expanded in terms of the
seven primary variables. The unknowns solved are the changes in the primary variables rather than the
primary variables themselves. The unknowns are as follows:

31 = xq(t+At) - x()

82 = xo(t+At) - x(t)

33 = xa(t+At) - x(t)

8Sw = Sw(t+Al) - Suit) (4.1)
889 = sg(t+At) - Syt

ST = T(t+Ah-T@)

3p = p{t+aY)-p(t)

A central difference scheme (midway between t and t+At) is used to convert the partial differential
equations into the corresponding finite difference approximation. The finite difference approximations
constitute a set of nonlinear algebraic equations in the unknown values of the primary variables at t+At.
These equations are solved by writing Taylor's series expansion for all nonlinear terms and retaining only
the constant and the linear term of these expansions. This process lends itself readily to generating
equations in 8x1, 8x2, 8x3, 55, 8Sg, 8T, and 3p. Solutions for these equations are obtained by a direct
method.
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The algebra involved in deriving these equations to be solved is long and tedious and is covered in
detail in appendices C, D and E. Appendix C contains the details of the expansion of the basic equations
and their simplification. Following is an example of the expansion of the product term on the right-hand
side of equation 3.1.

To obtain the greatest reliability, it is essential that product of terms, each of which is a function of
one or more primary variables, be expanded in a consistent manner. For example:

3 (¢So Po X1) = ¢n+1 ] (So Po X1) +(So Po X1)n 3o (4.2)

Expanding the first term on the right-hand side of equation 4.2 gives
8 (So pox1) = S8+ & (pox1) +(po x1)" 3o (4.3)

and 8So = -3Sw -8Sg (4.4)

The molar balance equations (egs. 3.1-3.3) for the hydrocarbori component i is written after
expansion as

Cit 8x1 +Ci2 8xp +Ci3 8x3 +Ci4 8Sy +Cis 38y +Cig 8T +Ci7 8po
= A[(t8xi +1]Yyi) Adpo] + A[1o Xj Ad, +1Tg ¥j Adg]"

+aBXipo +qfyipg i=123 (4.5)

In equation 4.5, the oil pressure is taken implicitly in the right-hand side. Transmissibility, capillary pressure
and production, and injection rates are taken explicitly.

Let T =18x +1§yi, =123

(4.6)
and Ri = A7 Xi Ado + 1g yj ADg]" +q8X%iPo + dByipg, =123 4.7)
Then equation 4.5 can be written as
Cit 8x1 +Cj2 3x2 +Cig 8x3 +Ciy 8Sy, +Cj5 88g +Cig 8T +Ci7 dpo
= A(tj ABpo) +R;, i=1,23 (4.8)

The coefficients Cjj in equation 4.8 are obtained from equation C-45 in the appendix C.
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Thus,

Vo[t (s + 01 (S 355 + Yolaso i (Bog =123 =123
/|

(4.9)
Where 8jj is the Kronecker delta defined by
djj - [1 fori=] | ‘ (4.10)
[0 for i#
Ciy = _V_b(¢xi)n+1 e =123
At (4.11)
Ci n+1 n+1—n Xn+1 =123
_ — ]
__ Vb A+ (apo)l AN+ (399) Nl (o = o n(aKi) ,
Cie = 2| {¢Sox 201 +({¢S —=| + Sgpo Xi) {— =123
6 At |:(¢ oXi) aT by (6Sgyi) o7 o o™ (Sgpo xi) Tk (4.13)
— \l 9o\ _ Al
Gz = VB [(6Soxi)™” (QP—°) +(0Sgyi)™? (—p—g) + o™ (Sgpg xi)" (éﬁ)
At op T _\op/t apT (4.14)
+ int CR {(SoPo Xi)" +(Sgpg yi)}1 1=1.23 '
The molar balance equation for waterl(eq.-3.4) can be written as
C4q 8x1 +Cyp 8x2 +C43 8x3 +Caq 83Sy +Cas 8Sg +Ca 8T +C47 3Po
= A(tH,0 ASPo) + R4 (4.15)

Coefficients Cqj are obtained from equation C-60 in appendix C. TH>0 and Ry are defined under the same

assumptions as those for equations 4.6 and 4.7. Thus,

C4j=00 =123 (4.16)
Cas=Y2 (o)™ (pw)"
| At (4.17)
Vb n+1 —n
Cas=-"b
45= 3 (oys)™' PG (4.18)
Vo n+1 (3pw) n+1 (apg) n+1 (a 4)
Cag= S Sq
4= (¢Sw) = p+(¢ ys) T p+¢ (Sgpg)” = (4.19)
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'~ | — | |
Caz =22 [(6Sw)™’ (Q%‘L +(¢Sq ys)™’ (aﬂ) +o™1 (s @)"(aﬁL

pIT ap
+ dint CR {(Swpw)" +(Sq Pg ¥s)")] (4.20)
THoO' =Tw +TgYs (4.21)
" and R4 = A(tw A®w +1gYs APg)" +Qw pw +dg Vs g | (4.22)

The energy balance equation 3.5 is also expanded in terms of unknown variables. Thus,
Cs1 8x1 +Cs2 8x2 +Cs3 8x3 +Cs4 8Sw +Cs5 8Sg +Cs6 8T +Cs57 8po
=(tHA8po) +Rs | (4.23)

The coefficients Csj are obtained from equation C-95 in appendix C. TH and Rs are defined as in

equations 4.6 and 4.7. Then

_ 3 3, (Ug\
CSj=—\A/%|:(¢SO o)+ 2 (an) + (680 ™1 UG (ax]-) +(05gPg )+ 3 (a_yg_) an+1i| =123

&\ ax; =AEY
. (4.24)
Osa=Y2[o"*" (5w Un)" - 0™ (5o Uo)'] 425
Css - YA%[«»"“ (B Ug)" - 0™ (B0 Uo)" + (4ys)"™*" (g U] w26
Oss = o 05" (3] +(0 80" UB(E8] +(o5ma™ ¢
2 (o) (], - e e a2
(5P U] + (o5 (£5] + (059 o v (452)
+(0Sq ys)™ ' L2 (%ETQ-)L +4™(Sqpg Us)' (aa%)'p
+(pcp (1 - ¢™1) (4.27)
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_ |
_Vp n+1 n(_a_&" =yt | n(aug)

Cs7 = =2 [{¢S u S
57 t [(¢ o) o 3P I +(¢ ng) E{xl i I

]

— ] —
+(6Sg ™1 U3 (%)T+ (eSw)™! Uy (9% )

n+l 0 8&) n+1(s. 5, U n(aﬁ)
+(9Sg vs) Us(ap T+ o™ (Sg pg Us) Fry
{(SoPo Uo) +(SgPg Ug)" +(Sw pw Un)" +(Sq g ys Us)"}
¢int CR] (4.28)

and

Rs = A(tH A®o)" + (’cc AT""'1) +QH - QE'” (4.29)
Where T and Q"*" are used as the latest iterate value.

The oleic phase composition constraint is given by

Ce1 0x1 +Cp2 8x2 +Ce3 8x3 +Cpq 8Sy +Cgs 8Sg +Cgp 8T +Cg7 Spo =0 (4.30)

The coefficients Cg; are obtained from equation C-96 in appendix C. Thus,

Cej=1 j=1,2,3 (4.31)
Cek = 0.0 k=4,5,6,7 (4.32)
and Rg =00 (4.33)

Finally, the gas phase mole fraction constraint can be written as
C71 6x1 +C72 8x2 +C73 8x3 +C74 3Sy +C7s5 8Sg +C76 8T +C77 8pp =0 (4.34)
The coefficients C7; are obtained from equation C-99 in appendix C. Thus,

= K i=

C74 =Cy5=0.0 (4.36
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3 | |
oK dK4
Cze =3, X' (—') + (—) (4.37)
; Tl \aT

Cry =i xp(aﬁ)'r . M)‘

4.38
ophr (4.38)
and R7=0.0 (4.39)

Expressions for computing the flow vector R;, i=1,7 are given in appendix D.

Sequential Jution

Equations 4.8, 4.15, 4.23, 4.30 and 4.34 are seven equations in the seven unknowns
dx1, 8x2, dx3, 8Sw, 8Sgq, 8T, and 8Po and can be represented for any particular grid block by

" Ci1 Ci2 Ciz Cis Cis Cis Ci7 | Bx1 [ Y ] Ry
C21 Cz2 C2z Co4 Cxs Cx Co 5x2 A1 ASpo) Rz
C31 Ca2 Caz Cas Cas Cszs Car %3 A(t2 A3po) Rs
Cs1 Ca2 Caz Cas Css Css Caz w | = A(‘t3 A8po) + R4 (4.40)
Cs1 Cs2 Csa Css Css Css Csy 889 A(THzo A Spo) Rs
Ce1 Ce2 Cea Ces Coss Ces Ce7 8T A(TH A8po) Re
L C71 C72 C73 C74 Css Czm Cz7 _ dpo | L 0 J [ Ry

Where Cij, Ri, 7, Tw, and TH have been previously defined. Equation 4.40 can be expressed in
matrix form as

cX=IY+R : (4.41)

The matrices C and | are the coefficients Cij matrix and the identity matrix of order seven,
respectively. The column vectors _)E Y and R are defined as follows:

X =[8x1, 8x, 5x3, 5w, 8Sg, 5T, Spo]" | (4.42)

Y =[0, A (1 A8Po), A(t2 Adpo), A (13 ABPo), A (tH2048po), A (tH A8po), 0] (4.43)
and

R =[Ry, R2, Ra, Ry, Rs, Rg, R7]T (4.44)
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Gaussian elimination is used to transform equation 4.41 into
UX =LY +R

Where matrices U and L are upper and lower triangular matrices, respectively, and defined as

[ C11 Ci2 Ci3 Cys Cis Cis Ci7
Uz U2z Ups Uz Uz Uz
Uss Uss Uss Uss Usz

U= Us Uss Uss Y47
0 Uss Uss Usy
Uss Us?
L U7z A
and
- -
Loy 1 0
Lzt Laz 1

L= Lat Laz Laz 1
Lsy Ls2 Lsz Lsa .1

Let Le2 Les Lesa Les 1
L L7t Ly2 Lys Ly Lys Ly 1

and R is a column vector given by
—' [ 0 . . ’ . " 0 ]T
R ={Rq,Rp, Rs, Ry, Rs, R, Ry
The procedure to obtain terms of U, L and R is summarized below.

omk =IMK  K-1 6andM=K+1,7
Ukk

Then
LMN =LMN -omkUkN N=1K
UMN =UMN -oMKUkN  N=M,7
and

Rm =RMm -oMKRk  N=M,7
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Initially Upn, LN and Rk are equal to the elements of the matrices I, C and vector R, respectively.
The last equation of the system of equations 445is
U77 8o = L72 A(t1 A3Po) +L73 A (12 Adpo) + L74 A (13 ASpo)

+L75 A(THyg ABPo) + L76 A (TH ABpo) + R7 (4.53)

This is a parabolic difference equation in pressure of the type commonly encountered in reservoir
simulation problems. Equation 4.53 can be written in compact notation as

U77 8po = 4(ta8po) + Ry (4.54)

Where T=L72 11+L73 12 + L74 13 +L75 THop +L76 TH (4.55)
In the interest of clarity, we have dropped the subscript ‘0’ inp

As shown in appendix E, equation 4.53 can be written as the following five-point finite difference
equation:

Uzzp™ = s (opfit] - o) + Awi(spli] -aplf) + AEi (ep) - 500} )

1 1 g
+ANj(3pMY - &%) + Ry

(4.56)
Equation 4.56 may be written in the form
AS;jsp[H] + AW; spfy) + AE; Spl; + AN spTHY + ESpT! =B (4.57)
Where E = -(ASj +AW; + AE; +AN; +U77) (4.58)
and =- Ry (4.59)

Coefficients AS, AW, AE and AN are defined in appendix E.

Equation 4.56 called the “pressure equation” yields a penta diagonal system of linear equation. A
direct method (D-4 Gaussian Elimination) is used to solve the pressure equation.

Once the pressure equation 4.56 is solved for pressure, the other unknowns are calculated by back
substitution. Thus, the remaining six unknowns are calculated by:
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8T = UL [Lez A(t1 ASpP) +Lg3 A(t2 ASP) +Lga A (13 ASP) +
66

Les A (tHog ASP) + A (TH ASP) - Us7 p + Rgl

3Sg = @ [Ls2 At ASp) +Ls3 A (12 ASP) A+ Ls4 A (t3 ASp)
+A(tHyo ASp) - Uss 8T - Us7 8p +Rgl

8Sw = ﬁ [La2 A(t1 ASp) +La3 A (12 A3p) + A(t3 ASp) - Uss 8Sg
Uas ST - Ua7 8p + Ry

‘5x3 = DJ£[L32 A(t1 A3p) + A(t2 ASp) - Uas 8Sw - Uas 8Sg

- U3g 8T - Ug78p + Ryl

Oxo = U"——[A(‘n A8p) - Uo3 8x3 - Ugg 8Sw - Uzs 8Sg - U2e 8T
22 .

- U7 8p + Ry

8x4 =U17[~ Us2 8x - U13 8x3 - Uy4 8Sw - Uys 8Sg - U1e 8T
- Ui78P + R'1]

Finally, the unknowns at the new time level (n+1) are obtained

pn+1 =p"+ &

™ =T+ §T

Sg+! =sf+ 8sq

Sl =sh+ &Sy

and X =xM+ 8 o423
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Solution Scheme
The solution procedure is now summarized for a time-step:

1. The coefficients C;; are calculated using values at the end of previous time-step. For the first

time-step, values at the initial conditions were used.

2. Next, the coefficient matrix is transformed to upper and lower triangular matrices using Gaussian

elimination.

3. From the elements of upper and lower triangular matrices generate pressure equation 4.56,
one for each grid block. Solve the resulting N equations for dpg using the reduced band-width (D-4)
direction solution technique.66

4. Using equations 4.60 through 4.65, calculate the other unknowns for each grid block by back
substitution. ’

5. Next calculate the latest iterate values as

pHl =pn & s THT T 4 5T etc.
6. Update physical properties, transmiss;,ibility and so forth, using the latest iterate values.
7. Calculate Cjj, T and R using the latest iterate values.

8. Repeat steps 2 through 7 until lop™*! - &p| and s - &T!| is less than specified tolerances for

all grid blocks. Here the superscript | is iteration number.

9. Determine pressure, temperature and saturation profiles, fluid and energy injection/production
history and material/energy balance errors.

10. Go to next time-step.
Usually four to five iterations suffice for a time-step.
Injection and Production Rates

The model accounts for injection of hot water or steam at constant rates. An injection or production
well may exist at any grid block.
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Production occurs against a specified back pressure. Explicit production rates are used in the
present study. The volumetric production rates of individual phases are calculated by:

k
=Pl(Po - Pwi)C
Go (Po - Pwi) o

(4.71)
oo - o kow
aw =Pl (Po - Pwi) u’:{" 4.72)
g =Pl (Po -Pu)L |
Hg ‘ (4.73)

In 1-D and in 2-D cross sectional simulation, the flow is linear and productivity index (Pl) is given by

& Vkeky AZh
AX/2 (4.74)

Pl

Where & is a constant and depends on the unit of flow rate and permeability.

When the flow rate ‘q’ is expressed in ft3/d and k’ is in md, & =0.006436. When ‘q’ is in cc/hr and ‘K’
isinmd, & = 7566.274. '

Molar producing rates from wells producing from a single layer can be written for hydrocarbon components

as

M= -GopoXi -GgpPgyi =123 | (4.75)
and for water

M4= - Gwpw -0gPg Ys | (4.76)

Molar injection rate for water (steam) is specified as

Mg = -iwPws (4.77)

Time-Step Selection
For nonlinear equations, the amount of truncation error introduced by time-step size is a degree of
the nonlinearity of the reservoir equation. By controlling the time-step size, more accurate results are
obtained in the simulator. The restrictions of the time-step are also related with changes in pressure and
saturations. In the current model, conditional stability due to the explicit calculations of relative
permeabilities, capillary pressure and production rates impose limitations on the permissible time-step.
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Diaz,87 Vinsome,20 and Coats2® discussed this subject in detail for thermal simulators. In this study, the -
time-step size is adjusted using limiting pressure and saturation changes Apmax and ASmax, respectively.

n+1 n
ASHEl = max{s +s".S } | (4.78)

n+1 _npn
and ApRik = max{%;"—“ » (4.79)

The limiting values of saturation and pressure are then compared with equations 4.78 and 4.79. If

these limits are exceeded, the time-step is repeated with a new time-step size. The new time-step size is
determined from the foliowing formulation:

A™1 = min (Atp, Ats) | (4.80)

where

Aty = A+ APlim_ ‘
i *
APmax (4.81)

Ats= Atn+1 Aslim
and ASmax (4.82)

In equation 4.81 and 4.82 At"*1 s the current time-step size.

Material and Energy Balance Checks
The results obtained with the finite difference scheme are checked for the conservation of mass
and energy at the end of each time-step. These criteria provide a means of control on the consistency of
the solutions.

Material Balance
The incremental molar balance for the hydrocarbon component i is represented by

_(ng)" - (ng))™1

(ImB)i = "

My (4.83)
The cumulative molar balance for the hydrocarbon component i is represented by

YO _(n, 0+
(omp) = 2l - (™

n+1

.2 mj, At : ~

=1 (4.84)
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Where

() - total moles of component i in the reservoir at time n
(P - total moles of component i initially in the reservoir (i.e. at time o)
Mt = total molar producing rate of component i.

The total moles of the hydrdcarbon component i in the reservoir at any given time are calculated as

ng= Y Vpl(poSoXi +pg SgVi)
all reservoir
biocks i=1,23

Where V), is the grid pore volume, and for water

Ny = Z Vp (Bw Sw + Bg Sg Ys)
all reservoir
blocks

The total molar production rate for component i is given by

M= Y, m;

all reservoir
blocks i=12,34

Where mj is the molar production rate of component i.

Energy Balance

The incremental and cumulative heat balances are represented by

(Ht)" -(Ht)"+1

IHB = -
Qq At
and
H: P -(H +1 .
o < (HP - ("
n+l
Z Qtm Atm
m=1
Where
(Ht)n = total energy remaining in the reservoir at time n, Btu/lb-mole.
(Ht)o = total energy initially in the reservoir, Btu/lb-mole (i.e. at time o).
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The total heat in the reservoir at any given time is computed by

Ho= 3 [Vb(1-4)pRCRT +Vbo{PoSo Ho + pw Sw Hw + pg Sq Hg)]
all l;Iesekrvoir ' (4.90)
ocks

The total molar heat production rate from the reservoir is estimated as follows:

Q= Y (QO50H0+Qw5wHw+QQBgHg)'d|+OL

a"l;?::l?smir (4.91)
Where
Q; = molar heat injection rate and is given by
Q = iw Pws Hs; {(4.92)

Elash Calculation
A flash calculation is performed to estimate the composition of oil and gas phase in equilibrium at any
pressure and temperature. The basic equations used are the mole fraction constraints equations viz

3

Y zi=1.0

= (4.93)

3

Y xi=1.0

i (4.94)
and

4

Y yi=10

=5 (4.95)

If V is the number of moles of vapor in one mole of hydrocarbon system, then a molar balance for
component i yields

zi=(1-V) xj + Vy; (4.96)

Using the equilibrium ratio definition K; = yy/x; the liquid and vapor mole fractions can be obtained from

equation 4.96 as .

Xj= —2____
1+V(K; -1) i=123 (4.97)
and
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yi=—KiZi
1+V(K; -1) =123 (4.98)

Water component is assumed to exist only in the water and gas phases; consequently
3

4
2 Vit X Xi=-Ya=-Ys
i=1 =1 . (4.99)

combining equations 4.97, 4.98, and 4.99, we have

%, K2 ‘32 2 4+ys=0.0 (4.100)
=1 1+V(Kir1) i 1+V(K;-1) '

Equation 4.100 can be written as

_3 z(Ki-1) _
F(V)—ig{m +Ys=0.0 (4.101)

The Newton-Raphson iterative scheme is used to solve equation 4.101 for V. The basic relationship is

Vn+1 = Vn - f(V)n

(VY (4.102)

Where

v n=i
f(v) =51v) (4.103)

Initially V is chosen as 0.5

i n rati lati
The composition of hydrocarbon systems is assumed to be known initially for each grid block in the
reservoir. A flash calculation is performed at the reservoir condition to obtain total moles of gas at
equilibrium condition and the oil and gas compositions are computed (equations 4.97 and 4.98). The
initial oil saturation is given by

(1-V) (1-Sw)

° = (1-V)+ V(po/bg) (4.104)

and the gas saturation is calculated from

Sg=1.0- So - Sw (4.105)
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Surface Production Rates
A flash calculation is performed on the produced fluids to obtain oil and gas production rates. Since
the total composition and moles of the produced fiuids are known, the phase production rates can be
calculated. Thus, phase production rates are given by

1-V
qu = —( _zant
5.615 pog Al (4.106)

Where 9Nt = total moles of fluid produced during the time step

and B°s = molar density of oil at surface condition

_379 V dnt
qu____At (4.107)
Gw Pwy

Qwp = ———7— .
and P 5615 Pwg (4.108)
Where

Pw = molar density of water at reservoir condition.

5Ws = molar density of water at surface condition.

in the above Gop and Qwp are given in STB/D and dgp in SCF/D.
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CHAPTER 5. - COMPUTATIONAL PROCEDURE

A FORTRAN computer program PCSIPS (Pseudo Compositional Steam Injection Process
Simulator) was written to numerically simulate a steamdrive process by the model described in the
foregoing chapters.

This program has the following features:

() Itis an IMPES type model.

(i) It accepts both regular and irregular grid size distributions.

(i) The program was written for two-dimensional block-centered rectangular coordinates.

(iv) It implements the automatic time-step control.

(v) Rtcan simulate hot water and steam injection operations.

(vi) It accepts a maximum of three hydrocarbon components.

In its present form, the code has sufficient storage for 10x5 grid spacing. The program was
compiled using the Microsoft FORTRAN compiler version 5.0 and tested in an IBM PC-AT type machine,
equipped with a math coprocessor. The sequence of execution in the main program is shown in
figure 5-1. The coding consists of a main program, 27 subroutines, and one function subroutine. The
main features of the different program units are briefly described in the following paragraphs.

Main Program
This is the driver routine. In the main program, the simulation is started by reading in the necessary
data together with controls and switches. The main program regulates the general flow of the
computations and writes the results in the output file.

SUBROUTINES

READ1: This subroutine reads and prints initial reservoir and fluid data. These include porosity,
permeability, reservoir thickness, grid sizes, number and maximum permitted number of
blocks in the x and z direction, number of blocks to represent the overburden, initial
reservoir pressure and temperature, initial fluid saturation, initial hydrocarbon
composition, well information, surface information, program and time-step control
parameters.

READ2: This subroutine reads and prints all data needed for physical properties calculation.
These include parameters for calculating the viscosities and densities of oil, water and
gas, parameters for calculating steam properties, thermal conductivities, heat capacities,
molecular weights of hydrocarbon components, heats of vaporization, K-values, the
relative permeability and capillary pressure data.
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READ CONTROL PARAMETERS, SOLVE FOR PRESSURE &
INITIAL RESERVOIR & BACK CALCULATE TEMP.,
PHYSICAL PROPERTY DATA SATN., & OIL COMPOSITION
COMPUTE INITIAL OIL
& GAS COMPOSITION AT HECK FOR
RESERVOIR CONDITION PRESSURE &
vV TEMPERATURE

CALCULATE INITIAL OIL, WATER, &
GAS SATURATIONS, & CONSTANT
TERMS IN TRANSMISSIBILITY COEFFICIENT

L]

CONVERGENCE

YES
ITER=ITER +1
UPDATE
PROPERTIES
BASED ON
LATEST
VALUES
OF
UNKNOWNS v
REDUCE
TIME
STEP

YE /

INITIALIZE DEPENDENT VARIABLES & COMPUTE MOLAR
CALCULATE ALL PHYSICAL PROPERTIES AT & HEAT BALANCES
INITIAL CONDITION FOR EACH GRID BLOCK ¥y
Y CALCULATE OLL,
START TIME STEP WATER, & GAS
Y PRODUCTION RATES
NTIME = 1 PRINT PRESSURE,
@_, TEMP., COMPOSITION,
; SATURATIONS,
NPASS = 1 PRODUCTION RATES
NO I
YES
[ AUTOMATIC TIME STEP | NO
@ >Y [NTIME =NTIME +1 |
ITERATION = 1
Y UPDATE PRESSURE,

CALCULATE VARIABLE COEFF., MOLAR
RATES, HEAT RATES, & HEAT LOSS

COMPUTE COEFF. FOR PRESSURE
EQN. & TRANSMISSIBILITES

TEMP., & COMPOSITIONS

]

UPDATE PROPERTIES

RS

NPASS =
NPASS + 1

'

UPDATE
PROPERTIES

FIGURE. 5.1. - Schematic of logic in laboratory thermal numerical simulator.
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BLOCKDATA: This subroutine initializes certain variables and assigns values to various constants such

INITIAL

PROPER:

EQBCONS:

FLASH:

LININTP:

LIN2D:

LAGRAN:

PLINE:

SEARCH:

as factors for converting field values to laboratory values.

This subroutine calculates rock-fluid properties at initial reservoir conditions. It also
calculates the initial pressure, temperature, saturation and composition distribution. All
terms which remain constant in the program during a run such as block volumes,
elevation, normalized form of relative permeabilities, the initial moles in place, initial energy
in place and other items are calculated in this subroutine.

This subroutine calculates densities, viscosities, internal energies, K-values, relative
permeabilities, capillary pressure and all other pressure/temperature/saturation
dependent properties at the conditions of each grid block. This routine also calculates
the partial derivatives of various functions at the latest iterate values. Such functions
include density, internal energies, enthalpies and others.

This subroutine performs a table look-up to determine the K values for a given pressure

and temperature. The derivatives of K w.r.t. pressure and temperature are also
calculated.

This subroutine computes the constant parts of transmissibilities and transconductivities.

This subroutine performs a two-phase vapor-liquid equilibrium calculation at a given
pressure and temperature (p&T), and calculates phase compositions.

This is a calling program to perform a 2-D linear interpolation of K-value tables.
2-D linear interpolation subroutine.

This subroutine calculates the first derivatives of a function at a given point using

Lagrange’s interpolation formula.

This is a calling program to perform 2-D cubic spline interpolation of K-values and relative
permeabilities.

This subroutine computes the coefficients used in the cubic splines interpolation of a
given set of data.

This subroutine performs a binary search to locate the proper interval for a point in a two-
dimensional table.
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LINTP:

COQEFF:

COEFPM:

SUBST:

MTLH

HTLOSS:

PRNTOQUT:

PRNTARY:

PRNTPRPT:

This subroutine performs a linear interpolation from tabulated data.

This subroutine formulates the accumulation term coefficient matrix and the right-hand

side vector. Gaussian elimination procedure is used to transform the coefficient matrix
into upper and lower triangular matrices.

This subroutine computes the coefficients for the pressure equation and sets up the

coefficient matrix for each grid block.

This subroutine determines the current cell block temperature, phase saturation and

composition.

This subroutine reorders the coefficient matrix on alternating diagonals (D-4 ordering).
This subroutine solves the D-4 ordered matrix by Gaussian elimination.

This subroutine solves the coefficient matrix using BAND algorithm.

This subroutine calculates the molar steam injection rates, total hydrocarbon and water
production rates, as well as the individual hydrocarbon component production rates. The
routine also calculates the enthalpy injection and production rates and well productivity
index.

This subroutine computes incremental and cumulative material and energy balance

errors.

This routine employs a one-dimensional heat conduction (diffusivity) equation to calculate

the rate of heat loss to and temperature in the adjacent strata.

This subroutine prints out the pressure, temperature, phase saturations, oil and gas
phase composition distributions over the whole space. It also prints out the production
rates, phase and component material balance errors, energy balance errors, heat loss
rates and other information.

This subroutine prints out pressure, temperature and saturation arrays. Called by the
subroutine PRNTOUT.

This subroutine prints out rock and fluid properties at the initial reservoir conditions.

61



EUNCTIONS

SPLNEVL: This function subroutine evaluates the cubic spline interpolation function.
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CHAPTER 6. - RESULTS AND DISCUSSION

The main objective of this study was achieved with the development and testing of a numerical
steamflood simulator on a personal computer. The model was validated by comparing the numerical
simulator results with the published data. Since a complete set of data for a reservoir undergoing
steamflooding is seldom available and since treatment of the phase behavior and other thermodynamic
and transport properties of the fluid differ from model-to-model, an exact comparison of results from this
simulator with results of other models is impossible. Therefore, the validation of this simulator was made
by investigating the behavior of the variables qualitatively.

Model_ Validation

Numerical model runs were conducted using two test cases. The purpose of these runs was to
determine qualitatively if the same behavior would be observed in the numerical model as in the test
problems.

In the first problem, the model's temperature distribution was compared with the experimental
values of Malofeev®8 for horizontal flow of steam in a water-saturated sandpack. .The data used in this run
are listed in table 6.1. In figure 6.1, the mode! temperature profile is compared with Malofeev’s
experimental data and Spillette’s®® predicted values. The model prediction lies below the laboratory case,
indicating that the heat losses assumed in the numerical model were large. However, keeping in mind the
differences between the two cases, the behavior between the numerical and physical models is
qualitatively similar.

In the second problem, the simulated temperature and oil recovery data were compared with the
experimental data of Willman et al.% for a linear 1-D steamflood. Wilman et al. carried out a number of one-
dimensional steamflood and hot water injection studies in cores. For one set of experiments, they
reported temperature distributions, and Shuttler!7 presented the corresponding oil recovery from their
simulator's match of the temperature and oil recovery data, employing Weinstein et al's.22 proposed set of
rock, fluid, and thermal data. This data set (table 6.2) was used in this study in an attempt to simulate the
experimental results.

In figure 6.2, the predicted temperature profile using the current mode! is compared with the
published results. The model underpredicted the temperature. In figure 6.3, the simulated and
experimental oil recovery are compared and show that the general character of the curves is similar, but
the model failed to match the experimental recovery exactly. This can be attributed to simulator heat loss
being too large and suspected rock fluid data.

Even though the simulator results failed to reproduce the experimental results, the results were
qualitatively similar and deemed to yield a close enough match of the laboratory data. The observed
behavioral differences can be attributed to the numerical characteristics of the simulator and the unverified
property functionalities such as the relative permeabilities, capillary pressure, rock thermal conductivity,
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heat transfer coefficient, and most of the oil-phase physical and thermodynamic property relationships.
These properties are suspect because they are based on empirical correlations that remained unverified
and are not measured for the specific case being simulated.

TABLE 6.1 - Data for Malofeev’s temperature distribution test&®

Sandpack Dimension..........ccccevvveviriirienirriiiiinnn. 1in. high x 9 in. wide x 28 in. long
Injection Velocity, ft/hr........ooveniininens 4.14
SANDPACK PROPERTIES
POTOSItY, J0.ciereceeenereteieererceccititie s sesreaaeeanens 40
Permeability, Darcies............ccccvvvermvrmeeeinreeerennnnnes 15
Heat capacity of sandpack, BTU/Mt3 °F................. 42.45
Heat capacity of overburden, BTUAt3 ° F............... 36.3
Heat capacity of water, BTUM3 ° F..........ccceeeeeeee. 62.4
Thermal conductivity of sand, BTU/hrft° F............. 1.4

Thermal conductivity of overburden, BTU/hrft°F... 1.4

400 T T T Y
L 200 —— Malofeev
i —o— Spillette
DD: —8&— NIPER
<
o 200 | -
w
o
=
i
|_.
100 -
e ammssec |
0 2 1 L 1 i 1
0 30

10 20
DISTANCE FROM INJECTION FACE, inches

FIGURE 6.1. - Temperature distribution after 1 hour of steam injection.
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TABLE 6.2 - Data for Willman's steamflood run!7,22

Core length, ft.......cooeiiiiiniiiii feeeevrresereennnessnnen 3.0
Core diameter, ft.......c.ooevereniiiiieiiiiiniiiiirrteerce, 0.5
POFOSIY, Yo.-ecerereiiiiiiiiiiiiitiiiciiinncin e seenien 26.2
Permeability, Md........coooiiiiiiriee e 856.0
Thickness of steel casing, ft..........cooeeieiiririiiiiiiiiineeee 0.0377
Thickness of insulation, ft..............c..ccccn 0.25
Grid blocks in x-direction............cccocovveiniiniiniininins 10
Heat capacity of core, BTU/cuft - ° F...ccooceernniinininniss 26.0
Heat capacity of overburden, BTU/cu ft- ° F.................. 14.84
Thermal conductivity of core, BTUM D -°F................... 2100.0
Thermal conductivity of overburden, BTUAt D ° F......... 260.0
Initial temperature, © F......ccovvevivveieiieeceeee e 80.0
Initial water saturation, fraction........ccceeeeerccinnrnnnnnnen. 0.26
Initial gas saturation, fraction.............ccevveeniiiniiininnnans 0.0
Initial oil density, Ibm/cu fl..........ciiiiiiiiiiiiiiiiiininan, 53.3
Initial Ol VISCOSItY, CP.....cevriirieeiieereeeeeeeeccccinas 22.5
Injection temperature, © F....ooooviiniiii 330.0
Injection pressure, pPsia.....cccccoevemiereeriiiiiiinnnnenieee, 103.0
Production Pressure, pSia.......ccceeeeeeeiirerernnccciiinininiannnns 63.0

OIL VISCOSITY - TEMPERATURE DATA

rature, °© Viscosity. cP
50 48.0
150 6.2
250 2.0
350 0.9

RELATIVE PERMEABILITY AND CAPILLARY PRESSURE DATA

Sw Ky Kiow  PCow So kg kiog  RCog
0.26 0 0.7 2.2 0.3 01475 0 0.38
0.3 0.001 0.475 1.0 0.4 0.105  0.01 0.28
0.4 0.015 0.195 0.7 0.5 0.05 0.04 0.21

0.5 0.050 0.122 0.52 0.6 0.01 0125  0.16
0.6 0.15 0.075 0.37 0.7 0.001 038  0.12
0.7 0.205 0.0 0.23 0.73 0.0 0700  0.11

1 Low value for insulation.
2 High value reflects presence of metal cylinder.
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FIGURE 6.2. - Comparison of simulated and experimental temperature profiles
for laboratory model after 2.5 hours of steam injection.
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FIGURE 6.3. - Calculated and experimental oil recovery curves for laboratory
experiments.
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The complex interactions among the prop;any functionalities and the assumptions made to simplify
the mathematics of the model make it difficult to assess the specific causes for deviations between model
and experimental results. The functional dependency of interblock flow terms and the property
functionalities on dependent variables render exact agreement between simulation and experimental
results unlikely. Even if the modeler succeeds in matching the simulation and experimental data by
manipulating certain properties, one cannot conclude with certainty that this modified property is an
accurate description of the involved property and is globally épplicable. Under a different set of conditions
such a modification may produce incorrect results when applied to simulating experiments.

With the above in mind, it is concluded that the ability of the simulator to predict qualitatively the
performance trends is an indication of its validity. Next, sensitivity studies were made to check the effects
of various parameters on steamflood performance.

Sensitivity Studies
Sensitivity studies were conducted with respect to rock and fluid properties, process variables, and
time-step size. The selected parameters are:
(@) time-step size
{b) reservoir parameter sensitivities:
() porosity
(i) absolute permeability
(i) initial oil and irreducible water saturations
(iv) rock heat capacity
(v) relative permeability
(c) Fluid property sensitivities:
(i) oil viscosity
(i) oil volatility
(d) Process sensitivities:
() steam quality
(i) steam injection rate
(i) back pressure
To minimize computational efforts, all sensitivity runs were conducted in one-dimensional mode with
17 grid blocks and two hydrocarbon components. Sensitivity of process and physical property variables
were evaluated by plotting cumulative oil recovery against pore volume steam (cold water equivalent)
- injected. The effect of a parameter was observed by changing the value of that parameter while holding all
other parameters constant. The time-step sensitivity studies were conducted by specifying a constant
time-step size. During the time-step sensitivity run, the automatic time-step control feature was turned off.
Time-step sensitivity was evaluated by plotting the oil and water saturation at grid block 9 as a function of
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time. The sensitivity of the solution to time-step size was evaluated by plotting the absolute oil material
balance error as a function of time.

A data set was developed to conduct numerical model test runs and to determine process,
parameter, and time-step sensitivities. The data set was structured to roughly represent the conditions
and properties of the porous media used in a typical laboratory test. The data set allowed for steam
formation and condensation. The light oil component was fairly volatile, and the heavy oil component was
treated as a dead oil. The initial phase composition is shown in table 6.3. Table 6.4 shows the reservoir
data used in the sensitivity study. Porosity absolute permeability, fluid saturations, and initial pressure and
temperature are similar to those of the laboratory tests.

Oil component and water properties are shown in table 6.5. Oil viscosity data are presented in table
6.6. Light oil equilibrium K-values are shown in table 6.7 as a function of pressure and temperature.

Capillary pressure was set to zero and the relative permeabilities were computed using the following

simple formula,
Sw - Sw~ Nkrw
kew = Krwyo (q—sw—') (6.1)
i
Sh - Sar. \Nkrow
ko = kroiw (ﬁm) (6.2)
w
Sg - Sg. \Nkrg
krg = Krgro (—f’jgg"‘) (6.3)
(o]

No temperature dependence of relative permeability and end points were included.
A one-dimensional grid of 17 blocks was chosen. The grid block dimensions are shown in table 6.8
and illustrated in figure 6.4. Program convergence tolerances are shown in table 6.9.

TABLE 6.3 - Initial phase composition (mole fraction)

Aqueous Oleic Vapor
Component phase, phase, phase,
1. Water 1.0 0.0 0.0
2. Light oil 0.0 0.35 0.0
3. Heavy oil 0.0 0.65 0.0
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TABLE 6.4 - Process and reservoir data (base case)

Number of blocks in x-direction........ccccceveveieiiiienaan...

17
Number of blocks in z-direction..................cccceceeeeeeene. 1
x-direction permeability, Darcy .............ccoceeemrveiiviinnnnnne. 6.0
z-direction permeability, Darcy .............ooeeeeeviiiiiiiiiieenl 6.0
POrOSItY, oo e e 42.0
Initial reservoir pressure, PSia.......c.ceeevvevceeeeeeieieviieene, 250.0
Initial reservoir temperature, °F...........cccooeeiiiiiiiiiii 80.0
Initial oil saturation, %o PV .......ouoivieiiieiie e, 80.0
Initial water saturation, % PV ........ccocovieinnnninn 20.0
“Initial gas saturation, % PV .........ovieiiieiiieiee 0.0
Connate water saturation, % PV........ccoovvveeivciccncnnnn, 15.0
Residual oil saturation, % PV ......cccceoviiiiieniiii 10.0
Critical gas saturation, % PV........ccoooooiviiieieecciiee 1.0
Injected steam pressure, psia......ccccceeiveiiivicviieniiiene, 260.0
Injected steam quality.......ccccccoeviieeeiiciiiiiiiiee e, 0.8
Steam injection rate, CM3/AT.........oveeeeeeeeeeeeeeeeeenn 1,000.0
(Cold water equivalent)
Backpressure on the model, psia...................ccc 240.0
Oil gravity, © APl 32.0
RESERVOIR (SANDPACK) PROPERTIES
Compressibility, psi‘1 .................................................... 0.000005
Specific heat, BTU/IbM...........oovvvviieiiiiieen. 0.2
Dry rock density, IDM/ES o eeeeeeerenmmneenrree e 162.0
Thermal conductivity, BTUAt -day -°F ........ccccooeeveiiiennnn.. 18.5
OVERBURDEN (INSULTATION) PROPERTIES
Insulation thickness, iN........ccooveeeiiiiiiiiice 12.0
Thermal conductivity, BTUAt - day -°F .......cocovveveeeeenn.. 160.0
Heat capacity, BTUMS - °F .......ooovireeeeeeeeeeeeeeeee e 24.9
RELATIVE PERMEABILITY DATA
Krwro = Krojy = R0 e 1.0
Nkrw = Nkrow = Nkrg ....................................................... 2.0

1 High value reflects presence of metal wall.
2 L ow value for insulation.
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TABLE 6.5 - Oil and water propetties

OIL COMPONENT PROPERTIES

Molecular weight..........ccoovviiiiiiiiirrirnerreeeenenn 79.0 235.0
Specific Gravity.......ccoeeevveeeeiricrcieriniereinices 0.75 0.806
Boiling point, °F....cccooiiiiiiiiiiiiieees 194.0 566.0
Critical pressure, psSia.......ccccccveeriinnrnniiiiiiininnans 488.6 198.0
Critical temperature, °R.....cc.coccciieeciivceiiiiinnnnene 845.0 1,280.0
Critical volume, ft3/mole...........ccceeevererrereeecrne. 4.86 . 3.44
Acentric factor........cccovvirvieeiniee e, 0.25 0.24
Critical compressibility factor, Zg......cccccveeuneneeenen. 0.27 0.25
Compressibility, psit.......ccoeevevcvieveieeieierenens 2.0x10"° 1.5x10°5
Coefficient of thermal expansion, °F1................. 0.0 34.0x10°5
Specific heat, BTU/Db -°F.......ccccccevviinimmnninnninninnns 0.41 0.43
Heat of vaporization at 70° F, BTU/Ib.................... 150.6 93.7

WATER PROPERTIES

Water compressibility, psi-! 3.0x10°6
Coefficient of thermal expansion, °F-1 4.9x10-4

TABLE 6.6 - Qil viscosity data

T I oF Vi ity. GP
75 6.9
100 5.1
200 2.1
300 0.7
400 0.46

TABLE 6.7 - Light end K-value table

Temperature, ° F

Pressure, psi

15.00
100.00
200.00
300.00
400.00
5§00.00
600.00
700.00
900.00

50.0

6711
A112
.0629
.0478
0411
.0381
.0370
.0372
.0407

100.0 150.0 200.0 250.0 300.0 350.0 400.0 450.0

500.0

1.2343 2.0543 3.1652 4.5887 6.3352 8.4050 10.7904 13.4777 16.4487

.2024
1131
.0848
.0721
.0658
.0629
.0624
.0662

.3340
.1847
1371
1152
.1039
.0982
.0961
.0994

5110
.2801
.2060
1714
.1531
.1433
.1388
.1404

.7362
.4005
.2922
2412
.2136
.1982
.1903
.1889

1.0109
.5464
.3959
.3246
.2853
.2628
.2503
.2443

1.3349
7174
.5167
4210
.3677
.3364
.3182
.3062

1.7066
9128
.6538
5297
.4601

".4185
3934
.3738

2.1238
1.1304
.8061
.6500
.5617
.5082
4752
.4465

2.5833
1.3694
9725
.7807
6717
.6048
5628
5234
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TABLE 6.8 - Grid block dimensions

Dx, Cumulative Block
Block inches distance, centers,
inches inches

(8,1
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TABLE 6.9 - Program control parameters

Pressure convergence tolerance, pPSi......cccccoeeeeeeeeeeeeennn. 0.1
Temperature convergence tolerance, °F............ccccceeueee 0.01
Maximum allowable pressure change, pSi.......c.ccccvvrrvenen. 50
Maximum allowable saturation change............cccccceeeeennes 0.01
Maximum iterations per time-step........ccceeeeevvveeeeeecvnennnn. 8
Maximum allowed time-step Cuts........c.ccceeivciiiciirninrnnenn, 4
Maximum time-steps.......ccueeeeiiiiiiiiiiee e 250
Maximum iterations...........covvveereeverereiierenreeen e 1,000

Sensitivity Runs
A. rvoir Parameter nsitiviti

Prior to conducting sensitivity runs, a base case run was conducted using the data presented in
tables 6.3 through 6.7. Next, changes were made to porosity, absolute permeability, initial oil saturation,
irreducible water saturation, rock heat capacity and relative permeability exponents. Table 6.10 docu-
ments the changes made to the base case to identify the effects of changes in reservoir parameters.
Sensitivity runs were then made and the oil production response to changes calculated.

Porosity

The porosity was varied from 0.21 to 0.42 (base case). The obtained results are compared in figure
6.5. As can be seen from this plot, a reduction in porosity significantly reduced the oil production because
of reduced oil-in-place. Further, a lower porosity reservoir has a lower recovery efficiency because a larger
fraction of the injected energy is used for heating the rock matrix inside the reservoir.

Absolute Permeability

The absolute permeability was varied from 3.0 to 12 Darcies. The obtained results for two cases are
compared with the base case in figure 6.6. It was observed that for the range of permeability investigated,
absolute permeability has only minor effects on oil production rate and no effect on ultimate oil recovery.
However, in the laboratory oil production increased significantly with an increase in permeability.”0

Rock H i

Rock heat capacity had only minor effect on oil production rate and ultimate recovery, as can be
seen from figure 6.7. Raising the heat capacity of the rock slows the heat frontal advance, steepens the
temperature gradients and slows the oil production slightly.
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TABLE 6.10 - Data for reservoir parameter sensitivity runs

Sensitivity
Case Data Notes
POROSITY SENSITIVITY
1 0.42 Base case
2 0.21 0.5 times base
3 0.315 0.75 times base
ABSOLUTE PERMEABILITY SENSITIVITY
1 6.0 Darcies Base case
2 3.0 Darcies 0.5 times base
3 12.0 Darcies 2.0 times base
ROCK HEAT CAPACITY SENSITIVITY
1 32.4BTU/cuft°F Base case
2 16.2BTU/cuft°F 0.5 times base
3 648BTU/cuft°F 2.0 times base
INITIAL OIL. SATURATION SENSITIVITY
1 0.8 Base case
2 0.6 0.75 times base
3 0.4 0.5 times base
IRREDUCIBLE WATER SATURATION SENSITIVITY
1 0.15 Base case B
2 0.075 0.5 times base
3 0.1125 0.75 times base
RELATIVE PERMEABILITY SENSITIVITY
Parameter Base Case1 Case2 Case3  Notes
Nkrw 2.0 3.0 4.0 3.0 water phase
exponent
Nkrow 2.0 3.0 4.0 2.0 oil phase
exponent
Nkrg 2.0 3.0 4.0 4.0 gas phase
‘ exponent
Sgc 0.01 0.01 0.01 0.06 critical gas
saturation
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FIGURE 6.5 - Cumulative oil production histories — porosity sensitivity.
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FIGURE 6.6 - Cumulative oil production histories — absolute permeability sensitivity.
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FIGURE 6.7 - Cumulative oil production histories — rock heat capacity sensitivity.

initial Qil and trr ible Water ration

Oil production response to changes in initial oil saturation is depicted in figure 6.8. The effect of
changes in irreducible water saturation on oil production is shown in figure 6.9. Initial oil saturation is a
major parameter influencing the oil recovery. As would be expected, reduction in initial oil saturation
lowered the ultimate recovery because of the reduced oil-in-place, but the general character of the
process remained the same. Irreducible water saturation has a significant effect on the initial production
rate. As can be seen from figure 6.9, reducing the irreducible water saturation decreases the initial
production rate, but does not affect the ultimate recovery. This is because a decrease in the irreducible
water saturation results in increased initial water mobility and a reduction in initial oil mobility.

Relative Permeablility Modification
Four runs were conducted to evaluate the effect of relative permeability on oil recovery. The relative
permeability curves were altered by modifying the exponents in the relative permeability curves equations
6.1 to 6.3. In the base case run, all of the exponents were set equal to 2.0. In the second run, an
exponent of 3.0 was used for all cases, and in the third run, all of the exponents were changed to 4.0. In
the fourth run, water and gas phase exponents were increased while leaving the oil phase exponent at
2.0. Forthis run, the critical gas saturation was also increased to 0.06.
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As shown in figure 6.10, the initial oil production increased when all of the exponents increased.
When the exponents of equations 6.1 to 6.3 were increased by the same amount, a much larger increase
in oil phase mobility was observed compared to watér and gas mobilities. As a result, the oil phase flux was
larger early in the simulation run. Increasing the water and gas phase exponents and holding the oleic
phase exponent constant resulted in an increase in both oil production rate and total recbvery. From
figure 6.10, it is evident that increasing critical gas saturation significantly impacts oil recovery (case 3).

B. Fluid Property Sensitivities
Table 6.11 summarizes the changes made to the base case run data for the fluid property sensitivity
runs.

Viscosity
Oil viscosity is a significant parameter influencing the oil production rate and ultimate recovery.
Figure 6.11 shows that the calculated oil recovery by steamdrive increases with the decrease in initial oil
viscosity. The viscosity reduction for a given increase in temperature is higher for the high viscosity oil.
However, the viscosity values are higher for the more viscous oil. Moreover, viscous oil requires higher
pressure drop to flow. Consequently, the temperatures and heat losses are higher resulting in lower
recoveries. Thus, steamdrive leads to higher recoveries for low viscosity oils.

Ol Volatility

The effect of oil volatility on steamflood performance is recorded in figure 6.12. The process is
highly sensitive to this parameter in terms of both oil production rate and ultimate oil recovery. As the oil °
becomes more volatile, it responds more quickly to steam injection and results in higher oil recovery.
Steam distillation is responsible for this effect.

In this study, oil viscosi;ty and distillation effects have been considered separately. However, it is
recognized that more volatile oils tend to have lower viscosities. Thus, combined effect of oil viscosity and
distillation were studied. It was found that the oil recoveries calculated for steamdrive for the less viscous
and more volatile oil are higher than for the more viscous and less volatile oil. Increase in recoveries are up
to 20% of the initia! oil-in-place. This difference in recovery decreases as the volume of steam injected
increases. This behavior can be explained by the difference in effective mobility. Recovery at
breakthrough is considerably higher for the less viscous oil. However, because of an increase in
temperature around the production well after breakthrough, more viscous oil is produced after
breakthrough.

77



1200 T

- [ _-&--6®
§ 1000 | .
a - :
. Q so00 | h
[s - B
= r .
[e) i ]
w 800 T ]
> C i
[ L B
< 400 | / —eo— Base Case .|
2 [ —o— Case 1 Z
2 200 L ~—(— Case2 .
o C — @ — Case3 ;

P T T N O S | | IR UUC S S I A T W S S N A
0 0.5 1 1.5 2 2.5 3
STEAM INJECTED, PV

®
o

FIGURE 6.10 - Cumulative oil production histories — relative permeability sensitivity.

TABLE 6.11 - Data for fluid properties sensitivity runs

OIL VISCOSITY SENSITIVITY
Case Data Notes
1 } Base case
2 } See note 0.03xA eB/T
3 } below 0.3xA BT
4 } 3.0xA eB/T
OIL VOLATILITY SENSITIVITY
1 35 mole percent light end Base case
2 50 mole percent light end Case 1
3 20 mole percent light end Case 2
NOTE: The base case data (table 6.6) was fitted to an exponential function of the form A eB/T,

Data for all other cases were obtained by modifying A.
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As the volatility of the oil increases, the effect of viscosity diminishes. Thus, for light oils, volatility
seems to play a more important role in oil recovery than oil viscosity. It must be emphasized that
consideration of simultaneous changes in oil viscosity and oil volatility is more realistic than individual
changes in these two parameters.

Analysis of the simulation results for the distillable component (light ends) indicated that the
recovery of distillable component is much higher for the less viscous and more volatile oil. This value is
higher than the increase in total oil recovery. The composition of the remaining oil calculated for the
injection block clearly indicated that the distillable component in the steam zone reduces to a very low
value. However, for the least-volatile oil the mole fraction of the distillable component in the reservoir has
reduced only slightly. This resutt indicates that in light oil steamflood distillable components account for a
major portion of the extra oil recovery by steam injection. These results are in agreement with
experimental trends.

Further analysis of the simulation results indicated that the component production history of the
most volatile system (case 1) and the least volatile system (case 2) is quite different. After injection of 1.5
PV steam (coid water equivalent), the most volatile crude shows a recovery twice as large as the least
volatile crude. On the other hand, the final recovery of less volatile component was reduced by 100% for
a decrease of 30% in the mole fraction of light end.

The calculated results can be explained on the basis of the effect of composition on the phase
saturations. Higher mole fractions of the lighter component resulted in higher gas saturations and lower oil
saturations. Consequently, gas flow rates and recovery of the most volatile component are higher.
Production of the less volatile component decreases, since the oil production rate is reduced.

C. Process Sensitivities
Table 6.12 summarizes the changes made to the base case run data for the process sensitivity runs.

Steam Injection Rate

The dependency of oil recovery on steam injection rate was investigated. Simulations were
conducted for steam injection rates of 500, 1,000 (base run) and 1,500 cm3/hr (cold water equivalent) to
investigate this effect. The results are shown in figure 6.13. It is observed that oil recovery after injecting
2 pore volumes of steam at an injection rate of 1,000 cm3/hr is more than twice compared to an injection
rate of 500 cm3/hr. However, recovery for an injection rate of 1,500 cm3/hr is only slightly above that
obtained for the base run. The results are a consequence of a combined effect of flooding time and
reservoir pressure. At high injection rate, the time required to flood the reservoir is smaller; however, the
reservoir pressure and consequently the temperature and instantaneous heat losses are higher. The net
result is an increase in heat losses and reduction in oit recovery.
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TABLE 6.12 - Data for process sensitivity runs

STEAM INJECTION RATE SENSITIVITY

Data Notes
1 1,000 cm3/hr Base case
2 500 cm3/hr 0.5 times base
3 1,500 cm3/hr 1.5 times base
STEAM QUALITY SENSITIVITY
1 80% quality steam Base case
2 0% quality Hot water
3 20% quality -
4 50% quality -
5 90% quality -
6 100% quality . Dry saturated steam
BACKPRESSURE SENSITIVITY
1 240.0 psia Base case
2 480.0 psia 2.0 times base
3 120.0 psia 0.5 times base
1,200 ——————————— T
o A ]
§ 1,000 -
a [ ]
g so0 F 3
a r 4
= r ]
3 ;
o 600 - .
2z i ]
S 400 | .
2 C —e—Base i
S .00 L —o—0.5xBase ]
© C —O—1.5xBase
o L 1 1 v ) L L ]
0

2 4 6 8 10
STEAM INJECTED, PV

FIGURE 6.13 - Cumulative oil production histories — steam injection rate sensitivity.
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Steam Quality

The sensitivity of oil recovery to steam quality was investigated by varying the quality from 0.0 (hot
water) to 1.0 (dry saturated steam). The results are compared in figure 6.14. Oil production rate and
recovery are directly affected by the steam quality. This is solely due to the rate of heating. Higher steam
quality corresponds to larger enthalpy resutting in higher steamfront velocity and rapid oil production. With
the lower quality steam, the rate of enthalpy injection was lower and consequently the recovery was lower.

The predicted behavior is mainly explained as a consequence of the nonlinear increase in
temperature with the volume of steam injected. Also, oil viscosity and steam distillation are nonlinear
function of temperature. These relationships are responsible for the oil production history calculated for
different quality of steam injected.

Backpressure
Figure 6.15 indicates the effect of backpressure on oil production performance. Steam throughput
is much lower at the higher backpressure and consequently the production rate and recovery were lower.
The effect of maintaining higher backpressure is akin to injecting steam at a lower rate. At higher
backpressure steamfront advanced much more slowly, resulting in greater heat losses.

Iimg-S!gp Sizg §gn§iﬂ¥“¥

Because of the IMPES nature of the formulation and explicit treatment of transmissibility (interblock
flow terms) and production rates, the current version exhibits conditional stability. The stability of the
simulator was evaluated by conducting time-step sensitivity studies. Four simulation runs, using a fixed
time-step size of 0.01, 0.1, 1.0 and 5.0 hours, was performed. Data used were those for the base run.
Effect of time-step size on oil and water saturation at grid block 9 (center grid block) and oil material balance
errors were studied.

Effect of time-step size on oil and water saturation changes are shown in figures 6.16 and 6.17,
respectively. The sensitivity of oil material balance error to time-step size is depicted in figure 6.18. These
figures indicate that the simulator is very sensitive to time-step size and larger time-step size leads to
uncontrollable oscillation in the saturation values and unacceptable material balance errors. Further, use
of large time-step size resulted in saturation overshoots (negative saturation) and truncation errors.
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These results are a consequence of evaluating relative permeabilities which depend on saturations
at the beginning of each time-step. When new saturations are obtained, they are formed from ‘old’ relative
permeabilities. Moreover, the steamflood transmissibilities are not only a function of saturation but also of
temperature and composition. This functional dependency of interblock flow terms on several dependent
variables prevented its effective linearization without simplifying assumptions. The saturation overshoot
and the unacceptable material balance errors are the manifestation of these assumptions. In addition, the
rapid vapor phase saturation changes and steam water interaction also contributes to instability. When
steam begins to accumulate in a block, vapor phase saturation changes rapidly. The rate of steam
saturation changes when the steam starts to build up is about five times larger than the rate of water or oil
saturation change at a time the steam does not exist in the model. This rapid saturation change reéults in
computational difficulties, unless the maximum saturation change for a time-step is limited to a reasonable
value or a very small time-step size is employed.

By taking very small time-steps, saturation oscillation was suppressed in the simulator and resulted
in acceptable material balance errors. Since computing time depends on the time-step size, the model
running time increased markedly with smaller time-steps. For example, using a fixed time-step of 0.1 hour,
it took about 7 hours on a 10 MHz, 286 machine with math coprocessor to complete a 230 time-step run.
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Discussion

Table 6.13 sun;marizes the results of the numerical simulation sensitivity studies. While these
sensitivity results are by no means complete, they do provide some insight into the relative importance
and effects of various parameters on the process.

The study clearly indicates the importance of heat loss, injected steam quality, and injection rate to
the process. Dependence of overall recovery on oil volatility and viscosity is emphasized. Porosity and
initial oil saturation which affect the amount of oil originally-in-place are also understandably important
pal;ameters. The process is very sensitive to relative permeability values.

While the reservoir and fiuid properfy data significantly influence the simulation results, they do not
affect the stability of the model. Numerical stability of the simulator depends on the type of formulation
(IMPES or fully implicit) and truncation errors. Although all discrete approximations are subject to
truncation errors, time-step values that are too large will result in larger truncation errors. Thus, while all
simulators to a certain extent are affected by time-step size limitation, the effect is much more severe on
IMPES type simulators that solves problem involving rapid saturation change or high flow rate such as the
steamflood process.

As noted previously, the current version of the steamflood simulator is time-step sensitive and
exhibits conditional stability. The stability of the IMPES type simulator was investigated by Todd et al.”"
They concluded that the overshoot and truncation problems associated with these simulators can be
controlled by limiting the time-step size. However, the model running time increases markedly with smaller
time-steps. As pointed out by other researchers,26-28 only a fully implicit model is capable of overcoming
time-step limitations, and yield stable solutions. However, this is also the most expensive method for
obtaining the solution in each time-step. '

TABLE 6.13 - Summary of sensitivity study

Sensitivity Case Conclusions

Porosity Major effect due to difference in oil-in-place.
Absolute permeability Negligible effect.

Rock heat capacity Minor effect; changes heat front advance rate.

Initial oil saturation
Irreducible water saturation
Relative permeability
Critical gas saturation

Oil viscosity

Oil volatility

Steam injection rate
Steam quality
Backpressure

Time-step size

Major effect.

Minor effect; changes initial oil production rate.

Major effect.

Minor effect, alters initial oil production rate.

Major effect on recovery.

Maijor effect on recovery.

Major effect; overall recovery suffers at lower injection rate.
Maijor effect.

Major effect; affects oil production rate and recovery.
Major effect; large time-step size affects the stability of
the simulator.
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Coats2® compared the work requirements of the sequential (IMPES) steamfiood model and fully
implicit model and found that for a three-component systém, a fully implicit steamflood simulator requires
about eight times more computer time per time-step than a sequential type steamflood simulator.
However, since the implicit model is much more stable, simulations can be performed using larger time-
steps. The total computing time would then likely be only somewhat greater than that using a sequential
model. However, Aziz!S pointed out that even with a fully implicit treatment, small time-steps are required
in steamflood simulators because of the flow direction reversal. Flow reversal is the principal reason for
employing direct solution technique in steamflood simulations.

Memory requirements and the complexity of the steamflood model drastically increases with the use
of fully implicit formulation and direct solution technique. Because of DOS’s memory constraints, it is not
possible to code and test a fully implicit compositional steamflood simulator on an IBM-AT type personal
computer. However, efforts are being made to improve the performance of the current model. The
availability of more powerful and faster personal computers and compilers that make use of DOS
extenders to overcome DOS's memory limitations may permit the running of highly implicit steamflood
simulators on personal computers.
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CHAPTER 7 - CONCLUSIONS AND RECOMMENDATIONS

Summary

A two-dimensional compositional numerical model for steamflooding was developed and tested on
a personal computer. The model is very similar to the one developed by Coats24 except for the numerical
technique used. The current version solves the finite difference equations using a sequential solution
technique. The model can be employed as a tool to aid in the interpretation of the laboratory results.

The model was validated by comparing the mode! results with published results. The results from
the model showed qualitatively similar behavior as the published results. Sensitivity studies were
performed over a range of parameters to document the capability of the simulator.

Conclusions

1. Time-step sensitivity showed that due to the IMPES nature of the solution scheme, the model is
highly time-step sensitive. Larger time-steps tend to destabilize the model and leads to saturation
oscillation and convergence difficulties.

2. Process and reservoir parameter sensitivity studies of a typical laboratory steamfiood process
indicated that the process is sensitive to the following: steam quality and injection rate, initial oil saturation,
oil viscosity, oil volatility, porosity and relative permeability. Oil recovery efficiency increases with:

+ anincrease in steam quality

« anincrease in injection rate

« anincrease in oil volatility .

» adecrease in initial oil viscosity
» anincrease in porosity.

3.~ The laboratory steamflood process was relatively insensitive to absolute permeability and rock
heat capacity.

Recommendations

1. Continue the research effort to improve model performance and prediétive ability.

2. Examine alternative formulation and solution schemes for implementation in the simulator.
Possible examples of these schemes include the Newton-Raphson iteration scheme to solve the set of
nonlinear equations at each time-step.

3. Explore the avenue for improving the stability of the model without unduly increasing its
complexity. A highly implicit model improves the material balance errors and permits larger time-step size.
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APPENDIX A — DERIVATION OF PARTIAL DIFFERENTIAL EQUATIONS
FOR THE MATHEMATICAL MODEL

. MASS BALANCE

Let Vp the bulk volume of an element of a reservoir having dimensions Ax, Az and h as shown in
figure A-1. Let ¢ be the porosity of the element. Considering the flow across the faces of the element,
one can express the molar flow rates of component i for each phase as follows:

X - direction inlet - (Ni + Nig + Niglx
X - direction outlet - (Niy, + Nig + Nighx + Ax
Z - direction inlet - (Niy, + Nig + Nig)z
Z - direction outlet - (Niy, + Nig + Nig)z + Az

Where Nij is the molar flow rate of component i in phase j in moles per unit time.

FIGURE A-1. - Volume element of the model in two-dimensions.
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Let Cij be the concentration of component i in phase j in moles per unit volume.

amount of component i present in the element at various times is given by:
attime t [4Vb (Ciy Sw + Cig So + Cig Sgk

atimet+at  [®Vo (Ciy Sw+ Cig So + Cig Sg)kt + At
where Sj is the fraction of phase j present in the element at any time.

One.can now write the molar balance of component i over a time increment At as

{output - input) + Accumulation = 0

[(Niy, + Nig + Nighx + Ax — (Niy, + Nig + Nig)x] At
+[(Niyy + Nig + Nig)z + Az = (Niy, + Nig + Nig)z] At—q; At
+[¢Vb (Ciy, Sw + Cig So + Cig Sgllt + At -
[0Vb (Ciy, Sw + Cig So + Cig Sglt =0
Here di, the source or sink term (+ve for.injection and -ve for production) is in moles/unit time.

This equation can be rewritten as

_ (Niy, + Nig + Nighx + Ax _ (Niy, + Nig + Nighx Ax
AX

_ (Niy +Nig +Niglz + Az _ (Niy + Nig + Nig)z
Az ‘

Az +qj

_[0Vb (Ciy, Sw + Cig So + Cig Skt + at — [9Vb (Ciy, Sw + Ci, So + Cig Sg)kt
At

Taking the limit as Ax, Az, and At approach zero, one obtains:

"aix(Niw*'NB*Nig)Ax'a%(Niw"‘Nio‘*Nig)Az"'Qi
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= Vo2 [0 (Ciy Sw + Ci So + CigSg)l

(A-3)
Now
Niy = PwUwA
Nig =X PoUg A (A-4)
ng =Yi I_)g Ug A
and
Ciy, = Pw
Cig =XiPo (A-5)
Cig =YiPg
Where
Xi - mole fraction of component i in oleic phase
Yi- mole fraction of component i in vapor phase
Pi - molar density of phase j in moles/volume
Uj - phase velocity in length/time
A - cross sectional area normal to fiow, (Ieng'(h)2
Substituting (A-4) and (A-5) into (A-3), one obtains:
—aix(i_)w Uwy Ax +Xi Po Uoy Ax + Yi Pg Ugy Ax) AX
—a—az-(_ﬁw Uw, Az +XiPo Uo, Az +YiPg Ug; Az) AZ + G (A-6)

=Vb§—t[¢(5wsw+xiaoso+Yiﬁg Sg)l

The phase velocities are given by Darcy’s law as follows:

e = — kX kl'w ad)w

x Hw  oX
kx Kro 0D,

Box =~ ax.
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‘_ _ kX kfg a¢g

Ua, =
gX 'J'g ax
kZ kl’w ad)w
=—27w 0w A-7
R T (A7)
kzkr, 3,
2 o oz
_ Kz krg 8<Dg

u =
9z ug oZ

Substituting (A-7) into (A-6) one obtains:

0d Ax kx krw Bw a(bw) + (X.| Ax kX kro 50 8<Do) + (yl Ax kx krg pg acbg )] AX +
ax Ho ox ox

ax i Hw
5 s Agk, k;. B
9 Lzl Pw 00w |, Azkzkio Po 30, | (22 1P 00g, o (A-8)

0z Hw 0z Ho oz Hg o0z

=Vb%[¢(9wsw+xiﬁoso+Yi5gSg)]

Using the del operator equation A-8 can be written for oil, water, and vapor phases in shorthand

notation as:

AK K. D, ' _
V(WP gy A+ Qu = Vb2 (Opw Sw)
Hw ot

i A kg

Po d =
v V®ds) A +go=Vp— (DX ps S A-9
( e o) Jo=Vp a (©X; po So) (A-9)

Ak k. D 5
i—10PY yg,) .A+qg=ngat-(<Dyinsg)

vy
. ENERGY BALANCE ‘

Heat transport in the system occurs by both conduction and convection. Heat loss occurs by
conduction. Heat also is carried into the system by injected steam and carried out of the system by

produced fluids.
Let dqcond =  rate of heat conduction
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dconv =  rate of heat convection

gL = = rateof heat loss (-ve for loss) {units: energy/time)

goHp = heat gained or lost due to production or injection of phase p
' (+ve if injected; -ve if produced) (Units: energy/time)

Up = internal energy of phase p (units: energy/mole).

Energy entering into the element at face x due to conduction
oT
= =(—~2A, 2
(Acond)x = ( X ax)x
Energy leaving the element at face x+Ax due to conduction

= (Qcond)x+Ax = (— MAy %{-)X+Ax

Energy entering into the element at face z due to conduction

aT.

= (deond)z = (- Az az)z

Energy leaving the element at face z+Az due to conduction

= (Qcond)z+Az = (— Az a5.‘|-_;-)Z+Az

Net heat transferred by conduction over a time interval At

= — [0 A D ixeax - AAx L) + (WAL 0L 17007 - 287 I 1)) (A-10)
ox ox oz 0z

Here A is thermal conductivity (Units = Energy per unit iength per unit time per unit rise in

temperature).

Energy entering into the element at face x due to convection

= (CIOonv)x = AX (aN HW Uw + Bo HO Uo + -p_g Hg Ug)x
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Energy leaving the element at face x-o;Ax due to convegtion
= (Qconvixsax = Ax (Pw Hw uw+ po Ho Up + pg Hg Ug)x+Ax
Energy entering into the element at face z due to convection
= (dconv)z = Az (pwHwuw +poHo Up + pgHg Ug)z .
Energy leaving the element at face z+Az due to convection
= (deonv)zeaz = Az (Pw Hw bw +po Ho U + sg Hg Ug)z4az
Net heat transferred by convection over a time interval At
=  Axl(pwHwuw+ po Ho Uo +Bg Hg Uglyax —
Pw Hw Uw + Po Ho Uo + g Hg uglx)] At
+ Az [(pw Hw Uw + po Ho U + pg Hg Ugly, a7 — | (A-11)
Pw Hw Uw + po Ho Up + pg Hg Uglz)] At
The energy accumuléted in the element at time t:
=[Vpb (1 - ¢)pRUR + ‘Wb (Sw Pw Uw +So po Uo + Sg pg Uglh
The energy accumulated in the element at time t+At
=[Vb (1 -0)pRUR + ¢Vp (Sw pw Uw + So po Up + Sg pg Ug)ltsat
Net accumulation of energy
=[Vb (1-9)pR UR + ¢Vb (Sw pw Uw +_ So Po Uo + Sg pg Ug)k.at

=[Vb (1 - $)pR UR + Vb (Sw pw Uw + So po Uo + Sg pg Ug)lt (A-12)
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Net heat carried out by the produced fluids over the time interval At is given by:

(qWHw'l-qOHo'l'%Hg)At (A-13)

Heat loss to the surroundings over the time interval At
= qL At . (A-14)

Applying the principle of conservation of energy to the elemental volume over a time interval At, we
have ’

Net heat transferred by conduction + net heat transferred by convection +
net heat accumulated — heat carried out by produced fluids — heat loss to the
surroundings = 0 (A-15)

Substituting equations A-10 through A-14 into A-15, we have

—[(Mx |x+Ax 7~Ax |x)+(7\Az |z+Az "Mz P 2)] At

+ Ax[(_Bw Hw Uw +—Bo Ho Uo +_Bg Hg ug|X+AX -
Pw Hw Uw + po Ho Uo + pg Hg Uglx)] -At

_ _ _ (A-16)
+ Az.[(pw Hwuw + po Ho Uo + pg Hg Uglzyaz —

Pw Hw Uw + po Ho Uo + pg Hg Uglz)] -At

+[Vo (1-¢) PR UR + ¢Vb (Sw EM_IUW + S0 po Uo + Sg pg Ug)lsat
—[Vb (1-9) PR UR + ¢Vb (Sw pw Uw + So po Uo + Sg pg Ug)lt

—(GwHw+Go Ho +ag Hg) .At—q =0
Rearrangement of equation A-16 yields:

(Mx W lx...Ax -Mx lx) (Mz |z+Az —Mz lz)

AX 4+ AZ
Ax Az

= [Pw Hw Uw Ax + po Ho Uo Ay + pg Hg Ug Ax Iy, ax
= Pw Hw Uw Ax + po Ho Up Ay +59HgUgAx |x]’i—x
X
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~ [pw Hw Uw Az + po Ho Uo Az + pg Hg Ug Az |7, ,
= pw Hw Uw Az + po Ho Up Az + pg Hg Ug Az 7] 'i—z (A-17)
z

+{(qw Hw + do Ho + g Hg) +qL.

= [Vp (1-¢) pr UR + $Vp (Sw Ew__Uw +So Eo_Uo +Sg 5_9 Ug)ksat
—[Vb (1-0) PR UR + Vb (Sw pw Uw + So po U + Sq pg Ug)lyat

Taking the limits as Ax, Az, and At approach zero, one obtains:

d aT 0 aT o = = -
— (A —) Ax+ - (AA; T ) Az - Hwuw A Ho Up Ax + pg Hg Ug Ax) .AX —
ax( xax) az( zaZ) aX(Pw w Uw Ax + po Ho Uo Ax + pg Hg ug Ax)

g—Z(EWHwaAz*'Bo Ho Uo Az + pg Hg Ug Az) .Ax + (Gw Hw + Go Ho +qg Hg) +qL

(A-18)
= Vo 2-((1-9) pR UR-+ (SwPw Uu + oo Uo + Sg Pg Uyl
Substituting equations A-7 for the phase velocities in A-1 8, one obtains:
] oT d aT
— (A —) Ax + — (AAZz ZD) Az +
Bx( "ax) az( Zaz)
i(Ax Kx Kry, Pw Hw 9y, + Ax Kx Krg Po Ho 3, +
ox Hw ox Mo X
Ax ky Ky, pg H Y
x Kx Krg Pg gatbg).qu_i(Azkzk,prHWaq)w*_ (A-19)
Hg ox 0z Hw ox
Az kz kro 60 Ho acbo + AZ kZ kfg Pg Hg a(bg ) Az
Ho 0z Hg a9z
+(qw Hw + o Ho + qg Hg) + g

=vbait[(1-¢) PR UR + ¢ (Sw Pw Uw +So o Uo + Sg g Ug]

Using the del operator, equation A-19 can be written as
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ow hy Ak K. po h
V(AAVT).A+V (ﬁﬂﬂ”—w Vo, + _;3092 Vo
W

paH
+§"ﬂ£ﬁ?"9_9 V) A+ (Gw H + 5o Ho + Gg Hg) +aL (A-20)

=vb§—t[<1-¢) oR UR + & (Sw pw Uw +So Po Uo +Sq g Ug)l
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APPENDIX B — FINITE DIFFERENCE FORM OF THE MODEL
The differential equations describing the steam injection process are presented in appendix A for
oil, gas, and water. Since the model treats oil as a three-component mixture which is permitted to be
distributed among 'oil and gas phases, it is more appropriate to express the molar balances in terms of
individual component rather than phases. Also, since water is allowed to exist in both liquid and vapor
phases, a single water molar balance is warranted. The modified forms of molar and energy balance
equations are as follows:

)

Molar_Balanc n Hydr rbon n
l(xi Ax kx kro po 9o i Axkx kfg Pg acpg) +
po ox ox
9 (4 AzkzkroPo 3®q , . Azkz krg Pg a‘l’g) i
3z ( 1o az 52 | o XiPo
+0g i Pg = Vb 2[6(xi Po So + yi g Sq] (8-1-B-3)
ot i=1,2,3

Molar Balance on Water

9 Gukxkw p 9Pw = mA 0%g +
ax P X PYsPaT g A D)

.i(r)wkz Kew A, a(bw_,_y 5 Kzkrg Aza(bg)

_ .~ _
= V — S S -
0z uw 0z 1g 0z *Gw Pw= Vb ot [¢(Pw w*Ys P g)] (B-4)

Energy Balance

9 ()\'AX B_T_) Ax 49 (lAz BT) Az +i(Axkx Krw pw Hw 9Pw + Axkx Kro po Ho 3P0 +

ox ox 0z 0z ox Hw oX uno ox
AX kx kI’g pg Hg a(,[)g) AX + i (AZ kZ krw BW HW (7<I>w +
ug dX dz Uw 9z

Az kz ko Py Ho 9o | AzkzkigPoHg 3®g, o
no 0z ug z

+ (Qw Hw + do Ho + g Hg) = Vb % [(1-0) PR UR + ¢ (Sw pw Uw + So Po Uo + Sg Pg Ug)]
(B-5)

Since the above expressions are highly nonlinear, an analytical solution to the problem is unlikely.
Accordingly, a finite difference approach has been used to obtain approximate solutions to these
equations. The finite difference process reduces the partial differential equation to an algebraic equation.
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In this appendix, the finite difference procedure is formulated. Details of the finite difference expansion
will be presented in the next appendix.

Eini Differen Repr ntation

The partial derivatives in equations B1-B5 are approximated by means of finite difference quotients,
which are developed from truncated Taylor's series expansion of the independent variables about the
gebmetric parameters. For example, if a function P(x) and all of its derivatives exist at the point xg, then by

Taylor's series

2 42
P(x:) = P(x +AXg£ +Al_d_3 + B-6
() = Plxo) dx o 2! dxo o (56

If we neglect all but the first two terms on the right-hand side:

dP; . P(xi)-P(xo) B-7
dx o = AX )

Equation B-7 is an approximation to the derivative g‘d":' which can then be substituted into the differential
equation. v

Also, note that converting derivatives of independent variables to finite difference form requires
discrete values of x1, X2, X3,...Xn, Z1, 22, 23...Zn. To accomplish this, the reservoir is replaced by a system
of blocks. Each block has a set of suitably averaged independént variablés. A typical two-dimensional grid
is shown in figure B-1. The particular type of grid system used in this study was a block centered grid
system, which assumes each spatial point to be at the center of a block or cell of dimension Ax and Az
Thus, the boundary of the reservoir occurs at the edge of the cell, or rather at points equidistant from the

grid points. The temporal points also form a grid in the time domain, in this case of size increments, At

Hence the network of points can be defined as

Xj = IAX i=1,2, |
zj=jAz j=12, J (B-8)

tn = NAt 4 _n=012.. N
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(x;, zj) = ordered psir denoti nvg reservoir grid point location
AXx,A2 =grid point increments
i,J =grid pointindices

L] L 4 L] L

Kim1,2500) | (X4, 25400 [ (Xie1,2541)

‘ L 4 * L 4
? (Xi-1,23) (xj,2;) (Xi+1,25)
AZ
—-—-¢ — * * *
jAz Xim1, 250 | (X5,25-0) [ (X541, 25-9)

FIGURE B.1 - Diagramatic representation of a block centered grid system.

Using a centered difference approximation to represent the spatial derivative of volumetric velocity

about the block, i, j results in

ox uo ox |

= (Ax kxKro X; PodPo

Axkx kro X'_ a(bo
uo ox Po

i+1/2,] ( Ho oX Ji-1/2,j ' (B-9)
AXj i

The spatial derivative of potential is also expressed as a Central difference, so that

D, -(D [} -{D
(@) i+1,] ( o)i,j and (ad>o _( O)i,j (@) i-1,] (B-10)

ox )1-1/2,1 AXi-1/2,]

(ad)o) _
X is1r2,] BXix172,]
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combining these expressions,

d (AX ky Kro Xi Bo a<1>o)
i

ox Ho ox

:’M@Q) , .-(I)..-(AX_KX_I(LO_XiBO) Dn. - D L )

= ( Lo Ax . (‘bom,j °i,1) MO AX g2, ( oj °I-1.J)‘/Axi,]
i+1/2,] ,

Similarly

3 (Ax ky Krg e ad)g)
ax\ Mg 9 i

n

I (Ax kx Krg ¥i Pg Ax Kx Krg ¥i Pg

g Ax ) 12, (¢9i+1,] ) (Dgi,i)-( 1g AX )i-1/2,j ((Dgi,j ' (Dgi-1,j)l'/Axi,j

9 (Azkzko .3 aq>o)
az( o %2 ),

J(Az ko iPo)
- \ o Az

L)

(®oi 1~ oy ) (A%Za&c" %) (®oi, - oi1) [/4zi)

i,j+1/2

0z ug ' 0z

fAz kz Krg Yiag) (Azkz Krg YiBg)
=== _F Dp.. , -Oq. - |2 I Dy, . - Dy, . .
( g 2z ) i1 ( 9ij+1 gl.l) ug Az ( 9i,j 9',1-1)1/AZ|,1

(B-11)

(B-12)

(B-13)

(B-14)

The subscripts of the type i+1/2 in the above equations refer to average properties between adjacent grid

blocks.

Combining equations B-11 through B-14, we have

Do, = Ax kx kro (:)(I)o L= AX kX krg a(bg
—1X - =+ —_— ]t
x\ Po Ho X YiPg ng ox
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a ( b AZ kz kro a(I)o - AZ kX kl’g BCDQ)
PP ue 5z T &

~ ’(Ax Kx Kro Xi b—o) ® d (Ax kx Kro Xi Bo)
= —————— [oTF .- o::) - | ————rr—7-—"—
Lo AX 12 ( i+1,] IJ) uo AX 172,

[, (Ao ko x g
VL owo Az

Az Kz Kro Xi P
Py . 4 -Dg ) - _z_ﬂl_Po)
( 0|,j+1 (DOI,J) ( u—o AZ l;]'1/2

Az Kz Krg Yi P Az kz Krg Vi Bg
¥ ;( ng - ~ ((Dgi”,i i q)gi,i)- g ( 93~ Pgi-1 \/Axij
\ .o AX i+1/2,] AX i-1/2,] I
Az kz Krg Yi P . Az kz Krg Vi —P—g
+ f(—ug 922 (‘Dgi,j+1 - ‘Dgi,j) LT ( 9ij - P9ij-1 \/Azi J
| AZ 1112 AZ T2 f (B-15)
Equation B-15 may be more concisely stated using difference operator notation as
8 ( 6 Ax kx kl’O 8<I>0 y Bg AX kx krg a(bg)
ox uo X ng ox
a (X Po AZ kz kro a(bo +Yj Bg AZ l'(Z kl’g a(bg)
0z po oz [He] oz
Ko - MO (B-16)
where
A(MO_BQXIA(D ) Ax(_A._k_kX__lSr_O_pg. Xj Ax(bo)/ Axl]+AZ(AZkarop°X AZ‘DQ/AZIJ
Ho Hg AX Uo AZ g (B—17)
and
AX (-—-—_—-—_Ak Kx Kro Po Xi Ax <I)o) = (__Ak Kro Po Xi ) (‘D°i+1 i~ ®o; ) .
Hg AX Ho AX i+1/2 b
Ak Kro Po Xi
[Acksfor ) (o, g, )
Ho AX R N AN (B-18)
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The finite difference approximation to the right side of equation B-1 is written as

—_ —_ - 1 B
Vb 58; [6(Xi Po So + Yi Pg Sg)} = Vo [{( ¢ Xi po So) ™! (@xiPoSo) "}

- 1 — n
+{(¢ Vi pg Sg) " - (0yipgSg) /At (B-19)
or in shorthand notation
Vb 9 [9(Xi Po So + YiPo Sg)l = Vb §{6(xi po So *+ ¥i Po Sgll
ot At (B-20) -

where X =x"1-x", X is any quantity.

Expressions for water molar balance and energy balance are developed in analogous fashion and
are given by:

Water Molar Balance

A (Ak_kmlw Aq)w) A (m&gy_ A ®g
uw ) ug

%ttl [0 (Pw Sw + ¥s Pg Sg)]

Energy Balance

Ak Knw B Ak Kro p
A (XA AT)+(_TF\)'VVP_W Hw A(I)W) +A( kurg Po H, Acbo)
AK Krg P
+A(___u_rgg_nggA(Dg) +(qWHw+quo+ngg)+qL

=Vp = = =
= EB[U - 9) PR UR + ¢ (Sw pw Uw + So Xi po Uo + Sgq ¥i Pg Ug)] (B-22)
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Transmissibili nd Transconductivit

Transmissibility (*x) and transconductivity (Tc) are interblock properties and are defined as

(Txo) = (kx Kro Po ﬁ(_)
/2] HO  Axi1z2, (B-23)
(Tey). = )‘(&)
and I-1/2,] .AX 1‘1/2,1 (8'24)

The transmissibility term may be thought of as a measure of the ability of a given phase to be
transmitted between adjacent grid blocks under the influence of a unit pressure drop. In the present
study, transmissibility units are in mole per unit time per psi pressure drop. Since transmissibility is an
interblock flow property, its value must realistically reflect the actual average molar flow from one block to
the next during a given time step. This average is formulated by partitioning the transmissibility expression
into two terms and obtaini‘ng a workable average value for each group. The first group is the term

(Ax ke / 8X)i172,) and the second the molar mobility coefficient term, (M

Ho )i-wz,,"

The first group is computed as a mean harmonic average between grid block centers.

(Ax ke /AX) = 2 Ai-1,j Aj Ki-1,j Kij

172 AjtjKia Axi,j + Ajjkij Ax;_q J " (B-25)

The second term, the molar mobility coefficient, presents a more difficuit problem, since each of
these parameters vary with pressure, temperature, saturation and composition of the system. A simple
weighting procedure is used to determine the average value. For instance,

(kro Po

Ken
=W( 1o Po) +{1-
uo )i-1/2,j i-1,j (W

. Mo

Kro 50)
Ho /i

(B-26)
Where W is a weighting factor. The value chosen for W will affect the stability and accuracy of the
numerical process. In the present study an upstream weighting is used exclusively. Thatis W = 1.0 when
&i-1 is greater than ¢ and W = 0.0 when ;1 is less than &;.

Combining the two average expressions, a final expression is obtained which defines the
transmissibility. Thus,
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2 A._ . A.. k._ . k.. —-— —
(Txo) P R )[w(___KroPo)i_1j+(1-W>(——Kf°"°)i j]

172, A1) Ki-1,j A1) + AijKij AXi-1,j Ho Ho (B-27)

where W =1.0for Pi-1.j> Pij
W = 0.0 fOl' lel > ¢)|'1 vj

Similarly, the transconductivity term can be defined as the ability of heat to be transmitied between
adjacent blocks by conduction under the influence of a unit change in temperature. The units of
transconductivity are in BTU per unit time per degree Fahrenheit change in temperature. Like
transmissibility term, the transconductivity expression is partitioﬁed into two terms and an average value is
obtained for each group. The first group is the term (Ax/Ax)i-1/2,j and the second the thermal conductivity
(Mi172,.

The first group is computed as a mean harmonic average between grid block centers.

A._ . A .
(Axiae) = LA
=172, Ajq,j AXjj+ Ajj AXiq j (B-28)
The thermal conductivity is averaged using a simple weighting procedure. For instance,
(Mi1r2,) = W (R)i1,j + (W) (A ), (B-29)

Where W is a weighting factor. In the present study, an upstream weighting is used exclusively. That is
W = 1.0 when Tj.1 is greater than T; and W - 0.0 when Tj.{ is less than T;.

Combining the two average expressions, a final expression is obtained which defines the
transconductivity. Thus,

) 2 A._ . A. N
(te) .= el
172, \Ajqj AXij + A j AX{-1,]

[W i1, + (- W) (1) ]
(B-30)

10 (Mii>Th
oif (M1 <(Mhj

where W

Utilizing these definitions, the partial differential equations describing the steam injection process

(equations B-1 through B-5) can be expressed in finite difference form as follows:
4
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Molar Balan n Hydrocarbon Com n
Alto X; ADg + Tg X Aq’g]*‘QoXi Po+ dgVi Pg=

Vb s (xi 5a S +Y¥ipg S ]
At [¢( i PoSo +YiPg Sg) =123 (B-31-B-33)

Molar Balan n_Water

Altw ADw + 19 ¥s A®g] + Qw Pw +dg ¥s Pg =\A/—?5[¢(Bw Sw +Y¥s pg Sg)]

- (B-34)
Energy Balance
A(tH AQo) + A (T AT)-qL +qy =
Vb 8] 6(5w Sw Uw+ Po So Us + P Sq Ua) + (1-6) or U
At [¢(Pw w Uw + po So Up + pg Sg g) (1-0) pr f] (B-35)

In equation B-33, the capillary pressures have been neglected. In equation B-35, TH and Tc are defined
as follows: '

TH=TwHw+ToHo+‘CgHg

(B-36)
to= AA .
L (B-37)
The phase potentials @o, @y, and @g by their definitions are
Do =po-Y D (B-38)
Dw =pw-ywD : : . (B-39)
- ®g=Pg-1D | . (B-40)

~ In equations B-38 through B-40, Y is the specific weight, and D is the depth measured vertically
downward. '
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Utilizing these definitions, the partial differential equations describing the steam injection process
(equations B-1 through B-5) can be expressed in finite difference form as follows:

Hydr roon mponen Molar Balanc

A 10 X (APo - Yo AD) + g yi{Apg -1g A D})] + do Xi Po +dg Yi Pg

Vb §[o{x B So + ¥i Pg S .
At [¢(|Po o + YiPg g)]i=1’2’3 (B-41-B43)

Water Molar Balance
Altw (Apw - Yw A D)+ 1g ys {Apg - 1g A D)] + dw pw +dg ¥s Pg

Z—?S[¢(Bw8w+Vng Sg)l

(B-44)
Energy Balance
By definition
Up=HR +-—
JPR : (B-45)
and
Hr=(C T
R=(Col (B-46)

(CP) R = rock specific heat

P
In steam injection process the term Jjpg is negligibly small and can be neglected. Hence combining

equations B-45 and B-46 we have

Ur=(Co) T
R=(%) (B-47)

Furthermore, in the energy balance expression, the gradient term yD in the potential is neglected and
hence
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q)o = Po (B'48)
Substituting B-47 and B-48 in B-35 we have
A(tHAPo)+A(tc AT)-qL +au

=%%8[¢(-BWSW Un + Bo So Uo + g Sg Ug) +(1-0)(0Cp) _ T]

(B-49)
here gH = enthalpy production rate
Aw Pw Hw + Qo Po Ho +ag pg Hg (B-50)
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APPENDIX C — FINITE DIFFERENCE EXPANSION

In this appendix, the expansion of the finite difference equations developed in appendix B is
detailed.

Right-Hand Side (Accumulation Terms) Expansion

The accumulation terms in the finite difference form of molar and energy balance equations are
expanded in terms of the time differences 8x1, dx2, dx3, 8Sg, 8Sw, 3T, 8p. Here'd' is the time difference

operator.

The expansion of the accumulation terms in the difference equations is critical. For a given variable
x the identity
— (N+1 _ (N
Ox= X X (C-1)

where ‘N’ denotes the time level must be strictly preserved otherwise molar and heat balances will not
check.

Before carrying out the actual finite difference expansions, it is important to explain how some
parameters are treated by the model.

Porosity
It is defined by:

0 = 0int (1+CR (P - Pin) c2)
Where ®int is porosity at initial pressu;e Pint and
CR = rock compressibility
8¢ =0""-¢"
= [¢int { 1+CR P-Pint)}1™ - [dint { 1+CR (P-Pint) 1"
= ¢int + 9int CR P™" - dint CR Pint - dint - ¢int CR P" + dint CR Pint
= ¢int CR (™1 - p")
= ¢int CR dp

o 8 =0intCROP (C-3)
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Qil Density
Oil phase molar density is a nonlinear function of pressure, temperature, and composition and is
defined by

Po = Po (x)[ 1-Cpo (T-Tint) + Co (P-Pint)] (4

Where Cpo

oil specific heat

Co

oil compressibility
Expanding equation C-4 by Taylor series and neglecting higher order terms, we have

0412 5, b (et pl) 906 (7n+1 i), 30b (n+1yl
Po = Po+t p (p ‘ p) + 3T ( )+ i (x| Xn) (©5)

Where n+1 = newtime level
| = iteration step
n = old time level

or

— ! =\l
P P s O (%%)_) (pn+1 -plepn- pn) +(%_l?rg) (Tn+1 T4 Tn_-l-n)

= A\l
+(Qp—°) (x,"+1-x§ +x'i"-xi“)

ax; (C-6)
Now by definition
p8*1- 38 = 3o | (C-7)
pr+ipnh  _ 8p | (C-8)
T+ o ST (C-9)
S AALIRV L P (C-10)
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Hence

50 b - ‘"+(§P_°)5 +(3_°_) 5T+(§P_°)5x-
Po = Po - Po p p 3T o i

{5 50

In equation C-11, we notice that as we reach convergence, i.e., | is n+1 (within the allowed tolerance), the
last six terms cancel out, and we immediately get:

3P0 =Pb - P8
which of course, should hold true.

Gas Density

Assuming gas-phase molar density to be a nonlinear function of pressure and temperature only, we
can obtain 8pg similar to oil density. The term 8pg is given by

— o = [\ <. (3Pa) sr_[PPg) g\ (-
8pg = Py - (_9 8 (——9)8T-—9— opn) - 128 {710
Pg= Pg - Pg+ P p+ T p (P D) T ( ) (©12)

Water Density

Water-phase molar density is a nonlinear function of pressure and temperature and is defined as
pw =pw(T)[1+cw (P-Psat)] 4 (C-13)

Similar to the oil density expression, 3py, is given by

— \l = \l —~ \l —
5pw = P --”+(aﬂ)5 +(aﬂ)5T-(a£.Vl) f.pn -(aﬂ) TN
P = bw = pw ap | P aT op (o'-p") oT ( ) (C-14)

Equilibrium_ Constant

The vapor-liquid equilibrium constant of a component i is a nonlinear function of pressure and
temperature, i.e.

Ki= Ki(T,p) (C-15)
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By Taylor series expansion

(K™ = K] +(%—'§)I (p+1 - p) +(aaé)l (rn+t-7)

A A
KM - K=K - K?+(%—’;—') (pn+1-p'+pn-pn) +(§ﬁ) (rr+t- 7l 0. )

or oT |
e o 51

Vapor-Phase Mole Fraction
The mole fraction of the hydrocarbon component i in the vapor-phase is given by

Yi=Kixi
Where Xi = mole fraction of the component i in the oleic-phase
Ki = vapor-liquid equilibrium constant for component i at agivenp and T

Y-yl = (Kix)™! - (Kixi)"
= KM XM D yn o kDT 0 KM p
=K )+ - k)
= KM 8x; + XD 8K;
Hence
yMT oy = Sy = KM 8 4+ XD 8K;
Liguid-Phase Saturation Constraint
So+Sw+Sg=1
or  (So+Sw+Sg)™ (S5 +Sy+Sg)" =0
e, (5871-58) .+ (s -sp) +(sg+ - s0) =0
ie. 050 + 3Sy + 8Sg =0

Hence 830 =- 8Sw '589

117

(C-16)

(C-17)

(C-18)

(C-19)

(C-20)

(C-21)

(C-22)

(C-23)

(C-24)

(C-25)

(C-26)



Capillary Pressure
Capillary pressure of a phase is a function of the phase saturation S;, i=g,w

PCog = PCog (Sg)

ie.
(C-27)
and PCoy, =PCoy (SW)
By Taylor series expansion
(pCO )n+1 E(pco )n +(apCOg)n (88+1 _SS)
° -9 asg (C-28)
and v W\ osw (C-29)
apco AN
- g
(PCo )“+1 -(PCo )” =8pCo, = ( ) 3Sg
or ? ° 971 08 (C-30)
' IPCoy |
(PCoy)™! - (PCoy)" = 8PCoy, = ( W) 8Sw
Expansion of Accumulation Terms in_Hydrocarbon Molar Balance E ion
The accumulation terms of the molar balance for component i are expanded as follows:
§0So Po Xi +9Sq Py Yi) = 86So Po Xi) + 8(0Sg Pg Yi) (C-32)
&0So Po Xi) = ¢n+18(80 Po Xi) +(So PoXi)" 80 C-33
(C-33)
&(So Po xi) = X?+15(So Po) +(So Po)" i {C-34)
Sopo) = Sg+1 8po + Po 8So (C-35)
Substituting equations C-34 and C-35 in equation C-33 gives
8(‘1’80 Po Xi) = ¢n+1 [ |n+1 ’S g+ 3po + P58 So } +(So Bo)n 5Xi] + (So Po Xi)n o (C-36)

Substituting values of 8¢ 8 po and 8 S from equations C-3, C-11, and C-2€ into equation C-36, we have

— \l
_) ST
aT p,X

§¢So Po Xi) = (<1>Sc,><.)"‘+1 [\p 5 (apo) & +
P T x




+ (%)' & - (@)IT (e-p) -(@)lp ) (v-)

XiJi,p, T op oT
— A\l
-(292) (xf-xh
oXilip,T
+{oxi)™1 58 (- 8¢ - 8Sw) + ¢™7 (So po)" & +(So Po xi)* (¢intCR p) (C-37)

On rearrangement, equation C-37 becomes

p— I _

&S0 po Xi) = {(‘l’soxi)n+1 (%") +o™1(so Po)n} X
oXilip,T

_ (¢Xi)n+1 588 Sg _ (¢Xi)n+1 58 5 Sw

— | — | _
+( So xi)™! (%"T&) 5T +{(¢ So xi)M1 (%L;) + (So Fo xi) dint CRJ 5

p,X T,x
+ (680 X" (35 33 -(%%)IT,X(p'-p")-(aa%)l),x(ﬂﬂ“)
- (850)| (x!- X
oXilip,T (C-38)
Expansion of 86Sq pg ¥i) gives
8(0Sg g ¥i) = 0™ 8(Sq Py ¥i) +(Sq Pg i) 50 (C-39)
5(39 Bg Yi) = Y;n s (Sg Bg) + (Sg Eg)n dyi (C-40)
and (SgPg) =SG* 55y +7§ 5 Sq (C-41)
Hence
5(¢Sg Bg yi) = on+1 I:Y{H'1 {SS+1 8 Bg + 58 3 Sg} "'(Sg Bg) 5Yi] + (Sg Bg Yi)r? 3¢ (C-42)

Substituting equations C-12, C-18, C-19, and C-22 in equation C-42 gives

_ _ 9 | 9B !
S Y= gn+t K-n+1 xM1 g+t (5l _=n ( pg) ( Pg) ST
5((1) g Pg YI) ¢ (K i o g {(Pg Pg) + _ap T5p + _BT A

(5] ) (B8] 7 gy
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_ K K
+{Sgpg)" KM % +x) {(K% KP) +(%%I)T8p +(%KT_.) ST
p

2 -9 (%@)'p (v -

+ (Sg pg ¥i)" intCR P (C-43)

Rearranging equation C-43 gives

5 (05 By ¥i) =(0Ki)™*" (Sqpg)" xi +(oyi)™*! 5§ 85

BB I — n aKiI
+{(¢Sg yi+? (a—Tg—)p +¢™1 (g pg x) (a—T_)J 5T

g\ _ B _
+ [(¢Sg yi)i+ (ai;’-)T + o™ (S pg x)° (%%)T +(Sg Pg ¥i)" dint CR} &

+(9Sg yil™*! (5‘9 - 58) +0M1(Sgpg xi) (K: - Kun)

+on+1 (Sg g xi)" (88%); } (pl - pn)

T 85 |
¢S Yi n+1 ( g
L( 9 ¥ opIT

: Ip ! 1 = K\ -n
(6S y.)n+1 (___g_) + 6™ (Sq By X" ___1) (T‘ T )
L T o (aT p (C-44)

Combining equations C-38 and C-44 and regrouping similar terms together, results are

_ - = i
8(¢So Po Xi + $Sg Pg Vi) =[(¢Sox;)”+1 (_a_p_o)

+ 6™ (So po)” +(¢Ki)n+<l (Sq Eg)n} OXi
OX; i, T

+[(6 yi)™" B3 (0 x)"*" B8] 85 - (oxi)™ 78 8Sw

| 5.\ Al
+(0Sgy)™! (Qp_g) + 0™ (Sq pg xi)" (a—K'-) } 3T

SaXi n+1 (a_Bo_
{(q’ oxi) aT )p,x oT

5\ Al
+(¢SQYi)n+1 (a&) + ¢n+1 (Sg Eg Xi)n (?ﬁ)

e (3P0
+ [(q)s X n+1 ((_O)
) p p It p T

T,x
+{{So Po xi)" +(Sq pg ¥i)"} dint CR] 8p

+ (60 x)™ (b - 78) + (05 yi)™" (55 - BG)+ 0™ (Sq pgxi) (Ki' - Kf)
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¢S X n+1 26_0)
[(#5ex9 [ .
i =l
SaX: n+1 (@p&)
(6Soxi) 3

T,x

—~ \l
(eSo* 1 (2e]  (d-)
oXiljp,T

3pg ) — _nfoKi
+(oSgyi™! (ﬁ—)p + 0™ 1 (Sq pg xi)" (—a:rl)

3pg) = oK)
S .n+1( g) n+1 S n |)
+(0 ng) 3 T+¢ ( ngXI) Uap Iy

¥

-

-

(C-45)

Equation C-45 is then the expansion of the right-hand side of the ith hydrocarbon molar balance equation.

Expansion of Accumulation Terms in Water Molar Balance Equation
The accumulation terms in the water molar balance equations are expanded as follows:

8 (¢ Swpw +9Sg Pg ¥s) = 5(0 Sw pw) +8(0 Sg pg ¥s)
8 (0 Sw pw) = ¢™" 8(SwPw)+(Sw )" 80

and 8 (Swpw) = SW! Spw + 0 & Sw
Substituting equation C-48 in equation C-47 gives
8(6SwPw) = 0™ [SHH 5o + 508 Su] +(Sw pw)" 50
Then using equations C-3 and C-14 in equation C-49 gives

_ oo . .
HoSwhw) = (0Sw)™ " (B0 + (aﬂ) op + (aﬂ) 5T
op T oT b

i (_a_a_w_)'

- |
2w (o0 - (a—pﬂ) (T- 17 + o™ 5 55wy

aT Jp
+ (Swpw)” 6int CR 8p
Rearranging equation C-50 gives

- - . =~ -~
3(0Swpw) =0"*" B 35w + (0Sw*" (L) 5T + (g5 (vp_w)
VTl P

+ (Swpw)" dint CRI 8p + (6Sw)™ " (Bly- B3
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o (o) (B o

The term & (¢Sg Eg ys) in the water molar balance equation is expanded as:

8 (0Sg Pg Ys) = o™*1s (Sg Py ¥s) +(Sg pg ¥s)" 80 (C-52)
8(SgPgYs) =y8+1 8(Sqpg) +(Sg Pg)" dys (C-53)
and (SgPg) =S§*" 8pg+pg 8 Sg (C-54)

Then using equations C-53 and C-54 in equation C-52 gives
§(0Sgpg ys) = o™ [yar1 {SI*1 55 + 53 8Sg) + (Sq g Bys) +
(SgPg ys)" 80 | (C-55)

Since water is considered a single component system, the mole fraction of steam in the vapor phase, ys, is

equal to K4, the equilibrium K value for steam. Then,
dys =8 Kg (C-56)

However, from equation C-18, we have

o] 5]

I ) . (9Ka\
8Kg =K, -K +(_)
( 4 4) 0 oT Jp op

P/T

- pn)- (3Ka) (7 .1n)

Substituting equations C-3, C-1 2, and C-57 in equation C-55 gives

— ] —
5(0.SgBgys) = o™ ya+" (5" ((p6-78) + (%) 8p +(“apg') 5T
T .

(%)IT (e!-p7) - (%%—g)lp (T -7 +75 5 Sg}

+ (Sqpg)" Ky -K)) +(aﬁ)l 3 +(aﬁ)l

3K4l l_pn
oT -[124 -
o ® 5T, ( )(p p")

|
) (aa%) (- + (SgPg ¥s)" dint Cr 8p |
p : : (C-58)
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Grouping like terms together yields

|
5(0 8P ¥s) = (6vs)™" P35Sy +[(¢s yep+t () gne (sooF (2] ]ST
oT Jp oT

pa\ _ ! _
o1 ﬁ) nl (g n(am) S A ]8
+[(¢ Sq ys) (ap T+¢ ( ng) _ap - +( .g Pg ¥s)" ¢int CR|3p

+(0 Sqys)™" (B5-53) + 0™ (8959 (K 1)

n+1 Pg n+1 n( K4) T.m
(¢ Sg Ys (——a_l_ A +¢ 3T J ( )

:(¢ S ¥s)™' (%)IT + 9™ (Sgpg)" (Qgiu (e -p7)

op (C-59)

By combining equations C-51 and C-59, the complete accumulation terms for water molar balance
equation is obtained. Thus,

8[¢(SW|SW +Sq pg Ys)] = (¢Ys)n+1 09 8Sg + ¢n+1 w SSw

+{(¢Sw)“+1 (@)'p +(0Sg i (aa%)

0l (s (3K4) ST
ot +9™ (Sgpg)"| A

p

| g — n[oKa)
S n+1 (apw) +(6S y n+1( 9) +¢n+1 Sq P n( 4)
+[(6Sw) 0t (¢Sg vs) It (Sq Pg) a0 It

+ { (Swpw)" + (Sg pg Ys)n} ¢int CR] op

+(0Sw )™ (Bly- 30 + (6Sg ys)™*! (ag '58) +¢™1(Sq pg)" (Kii - K?i)
-

— — | |
n+1 apw)I n+1 (a 9) m1(s 5 (8K4) .70
(oSw) (_E)T A +(¢Sg ¥s) T A + oM g Pg) aT Iy ( )

-(¢s o ) (48 ys)™ ('aa%g) 4 (8 P>”(aff)J(p ad (c-60)

Expansion of Accumulation Terms in Energy Balance Equation

The accumulation terms in the energy balance equation can be expanded as follows:

5[ lSW pw Uw + Sgpg ys Us + 2 (So Po i + Sg Pg i) UI}+(1 ¢)(PCp)RT}
i=1
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3
= 5(0Sw pw Uw) +8(¢Sg pg ys Us) +5 (2 $So Po Xi Ui)
i=1

+3 (% $Sg Pg Vi Ui) +3[(1-0)(pCp)RT]

(C-61)
The accumulation terms for the water phase in the energy balance equation are given by
5(¢Sw pw Uw) . (C-62)
The water accumulation terms can be expanded as follows:
5(0Sw pw Uw) = (0Sw pw )™ 8Uw + Uf, 8(6Sw pw) | (C-63A)
3(0Sw pw) = 0™ 1 8(Sw pw )+ (Swpw)" 80 (C-63B)
5(Swpw) = SO+ 8 pw + P 8 Sw (C-63C)

Hence
8(¢Sw Pw Uw) =(¢Sw pw) ™1 8 Uy + (0Sw)™! UR Spw + o™ (B Uw)" 8Sw + (Sw Pw Uw)" 80 (C-64)
The water internal energy Uw is a single valued function of temperature. Hence

| |
Uy = Uly - u9v+(M) oT- (M) (1. 77)

dT dT (C-65)

Substituting equations C-3, C-14, and C-65 in equation C-64 gives

(45w B Un) = (08w ™" (-2 - (2 17

_ — | = |
+(0Sw)™ UD, 15k -50) +(989Wp-) & +(%"Tﬂ) 5T

B e

+ 0™ (B Un)" 3Sw + (Sw Pw U)" dint CR 8p (C-66)
Rearranging equation C-66, we have

8(0Sw pwUw) = 0™ (Pw Uw)" 8Sw +[(0Sw P! (_daUTﬂ )
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+(6Sy,)™! LD (@)] ST
+(¢ w) w 5T

+[(¢sw)“+‘ Uy (aa%v) +(Sw B Und)" i on] 5

dT aT

+(o0Swpul™ (Uy-UB) + (05w UR(BL-)- [(q»sw'aw)“*‘ [+ sy, e uw(f'ﬂ)'p]

(-|—I i} Tn) _(¢Sw)n+1 ug, (%):_(pl . pn)

(C-67)
The accumulation terms for the steam in the energy balance equation are represénted by
3(9Sg Py ¥s Us) (C-68)
The expansion of steam accumulation terms yields
8{(6Sg Pg ys Us) =(6Sg Py )™ 8Us + UL8(0Sg Bg Ys) (C-69A)
8{0Sg pgys) = o+ §Sq pg ¥s)+ (Sq Pg ¥s)" 80 (C-69B)
8(SqPgYs) =8+ &Sgpg)+ (Sqpg)" 8ys (C-69C)
8(Sq Pg) = S§*" 85 + G 85 (C-69D)
Hence
8(¢Sg Pg ¥s Us) =(¢Sg pg ys)™1 8Us + {6Sq ys)™1 UL 3pg
+{oys)™! (Pg Us)" 8Sg + ¢+ (Sg Pg Us)" dys
"+(Sg pg ¥s Us)" 8¢ (C-70) .
The steam internal energy Us is a single valued function of temperature. Hence
8Us = Us - U2 +(%)' BT-(%)' (- ) |
dT dT (C-71)

Substituting equations C-3, C-12, C-57, and C-71 in equation C-70 and rearranging, we have

8(0Sq pg ¥s Us) =(0ys)™ (pg Us)" 854 + [(6Sq pg ys)™' (%

[ o\
+(6S n+1 Un (_pg)
a7 (¢Sgq ys) 5|3

JT
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|
M1 (Sypg U “(§K—4) 5T
+o™M g Pg s) T ]
P | _
+[(6Sg yo*! U (3"59-) 1 (5970 Ve (262] +(S5evs U

¢int CR] Op

+(6Sg Bg ye)™ (UL - UD) + (68 o)™ U2 (sh-p3) + ™" (Sqpg Us)" (K -3

- dUs) 3pg) - K\
'[(Q)Sg Pg ys)™! (—d?s) +(¢Sgq )/s)m'1 us (ﬁg_) + ¢ (Sg pg Us)" (B_;L)pi‘ (TI - Tn)
— N |
'{(4)39 )’s)n+1 Ug (ép_g) + ¢n+1 (Sg ps Us)" (&H(p' - pn)
op ap (C-72)

The oleic phase accumulation terms in the energy balance equation are represented by

3
5(2 $So Po Xi Ui)

i=1 (C'73)
The oleic phase accumulation terms can be expanded as follows:
3 _ _ 3 —
8|S ¢So po xi Ui} =8{¢So po 3, Xi Ui =5(¢So Po Uo)
i=1 i=1 (C-73A)
8(6S0 Po Uo) = (S0 po )™ 8.Us +U33(4S0 o) (C-73B)
8(0So o) =0™18(SoPo) + (Sopo )" 8 (C-73C)
8(So Po) = S3+1 870 +P3 3So (C-73D)
Hence
S S (4. S+ 1 = 1(5
8 S0 Poxi Ui] ={9Se po)™" 8Uo +(9S0)™ ' U8 po + 0™ (po Uo)" 8So
i=1
+{Sopo Uo)" 86 (C-74)
The oleic phase internal energy is calculated as
3
Uo = D xi U
i=1 (C-75)
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Where
Ui=Cpi (T - Tref)

Hence

3
Uo = (T - Tref) 2 Xi Cpi
i=1

Here CPi is the specific heat of component i and is assumed to be a constant.
Hence Ug=Ug (x;, )

5y = (s ) =] oo )|

and

Substituting equations C-3, C-11, and C-80 in equation C-74, we have

_ _ 3 |
3( So Po Uo) =(¢ So po)™! f(ub-ug) + 2 %)
i=1 L OXi /j,T

G -f) - (-aa%e)i( (-1

|
OX; +(a—UQ) 8T
aT Jx

'3 ()

i1 \oXi i T

- = —
+ (0 So)™" U3 {ph -78) + (3&) & + (aﬁ)
8p T,X aT p,X axl T,p

- (%)I (' -p") - (aa_%)l(14 -7 - (%%)I (<t -xh

+ ™1 (Po Uo) (- 8Sg - 8Sw) +(So Po Uo)" dint CR 8P

Rearranging equation C-81, we have

1\ T

8(¢ So po Uo) -‘{ (¢ So 50)n+1 "
i

— \l
+(<1>So)"+1 ug(aa&” Sxj
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(C-76)

(C-77)

(C-78)

(C-79)

(C-80)

- (C-81)



- ¢ (Bo Uo) 8Sg - 0™ (Bo Uo)" 35w

+ {(«» So Po)™"! (%Uf)[x +(6 So)™ UB (aai;)'pj 5T
+ {(¢ So)™? US(%)‘T,X +{9 So Po Uo)" dint CR] 3p
+tosopoP | (U )3 (2 )

+(0 So) U3

s -) (2] )

- [(q» So po)™! (%“%)lx +(o 8o ug (e )‘px] (+ )

= A\
o 0P wa( )
p /T x

}(p‘ -p")

The gas-phase accumulation terms in the energy balance equation are

3
8%, 6SqpgYiUi
i1
_ 3 o
=6(¢ Sq Pg 2, ¥i Ui| =58(¢Sq pg Ug)
i=1

The gas-phase accumulation terms can be expanded as follows:
5(0Sq Pg Ug) =(6 Sqpg)™' &Ug + UG 8(¢ Sg pg)
8(¢Sg pg) = ¢™" 8(Sqpg) +(Sg P)" 8¢
8(Sgpg) =S5*! 8y +7§ 85g
Hence

3 — — —
8 21, 0Sg Pg Yi Ui =(¢ Sg pg)™" & Ug +(9 Sg)™ UG 3pg
=

+ 0™ (Pg Ug)" 8 Sg +( Sgpg Ug)" 50
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The vapor-phase internal energy is calculated as

3 3
Ug =Y yiUi =(T - Tret) . ¥i Cp; =Ug(yi, T)
i i

(C-86)
Hence

Moo

[}
-

Ug ( ¥i T)} |
: {C-87)
3 [aU au 2 (U |
£ - -0 EE- i
i=1 VOV j (C-88)
Substituting equations C-3, C-12, C-18, C-22, and C-88 in equation C-85, we have

_ - 3 (U
8(0Sg pg Ug) =(¢ Sg pg)™’ [(U'g Uy + 3 (a—yg) . K1 8
i i,

| !
+ %, x{' (_6 Ug) (-a—ﬁ)l ST + %, x[! (_8 Ug) (m)! op
i=1 P} Yi j’T oT p H ] T

i=1 a)Il ., ap T

B3 ot o

i=1 0 Yi oT

= = =\
s U ({5l -3 (an) (apg) gr_(apg) | - pn
+(0:5g)™" U3 Ik -p3) + ap,T8p+,aT_p o (o -p")

9pg) _
- (_a.%g.} (7 -7 + 6™ (Bg Ug)" 5 Sg

+(Sg pg Ug)™ ¢int Cr p (C-89)
Rearranging equation C-89, we have
3

_ _ aUu
8(¢Sg pg Ug) {(4’ Sqpg)™! Y (—g—) K
Vi T

8x; + 0™ (pgUg )8 Sq

+ (6 Sq pg)™! %X]n(aﬁ)' -a_K_i)' +(aﬁ)l}+ (555! Ua(a%u &T

. ap ! o
+(0S n+1Un(___g_) +(S Ua) 6t Cr| &
T} ( 9) g p I ( g Pg g) dint CR| op
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(osamal™ (v~ - >“:(a “g)] (5 )| +o50r" U3 (3% -9

1=

fona B s3]

- (6 SgI™! UG (E—)i (p'-p")

op (C-90)

The rock mairix term of the accumulation term in the energy balance equation is expanded as

8 [(1- OHpCp)r T] = 8[(pCp)r T - ¢(p CoJRT] | | (C-91)

Assuming rock density (P)R and rock specific heat ( Cp)R as constants, we have

S[(PCoR T - ¢(p CpRT] = (P Cp)r AT -0T) (C-92)
=(PCo)R T - (pCplr [¢™16T + T" 50] - (C-93)

Substituting equation C-3 in C-93 and rearranging, we have

3 [(1- 0)(pCpr T =(pCp)r (1-6™1)8T+T" ¢t Cr(p Cp)R 3 (C-94)

By combining equations C-67, C-72, C-82, C-90, and C-94, the complete expansion of the
accumulation terms in the energy balance equation can be written as

r _ - 3 _ _
slq) '{SWPWUW +SgpgYys Us + Z (So Po X +Sg Pg Yi) Ui} +(1 ‘¢) (pCP)RT
i=1

3
- [(4) So po)™! 2 (B_Ug) +(¢S )n+1 Ul (apo) +(0 S pg)n+1 3 (_a_U_g) Kin+1} 8xi
i VO T oxi J i=1 1 9¥i ]

+ [0 (Bg Ug)" - 6™ (5o Uo)" (<z>ys)"+1 (g Us)" ] 55
+ (0™ (Bw Uw)" - 0™ (Bo Uo) ] 8Sw

_ |
+ [(¢ So Po)rl+1 (aa%)

YR\
+ (CI) So)n+1 Ug (aa%) +(¢ Sg Eg)n+1
X

'p,x

(o] oo a3
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= \|
(6 Sw)n+1 un, (aa;p_;{v)

ot (0 Sw pw)™! (CLLTW)I +(0.Sgpg ys)™’ (%)I

daT

36' |
+(6S n+1 Un( 9)
(¢ gV¥s) s\5T

_ |
+ ¢n+1 (Sg Pg Us)n (aﬁ)
P p

oT

+ (PCp)R(1 - ¢n+1)] aT

. [(¢So)”+1 Ug(%ig){r,x +(¢Sg Bg)n+1 {% x] (aUg)l (aKl) }

i=1 ayi /j\op

+(6Sq U (aap) +(0Sw)™ UG, (_B_EFW);

g\ 1(a = Ky )

+(9Sq ys)™! ug(_g.) +o™1 (Sgpg U "(_4)

9 P /T (Sq Pg Us) le iy
+{(SoPo Uo)" + (SgPg Ug)" +(Sw Pw Unw)" +{Sg pg ¥s Us)"} ¢int Cr p

(0o-19)- 5 (Aol (:-1)

=1 X|

+(¢ So po )n+1

(-79) - (2] ()

ox; Jj

. +(¢ Sg Bg)n+1
: i=1 \ 9Yj

() £ (5] b1 0 5 56479

+(6 Sw pw)™ (Ul -U3) + (0 Sw)™' UG (Gly-53)

+(6Sg pg ys)™! (Uls -u) +(9 Sqys)™1 L2 (Blg '58) + ¢ (Sgpg Us)" (Kli - Kﬁ)

-[(6So po)™! (%%i)l

X

5\ _ aUq
+{¢S n+1 uyn (apo) S n+1 ( g)
(¢So) o\5T - + (0S¢ pg) T

—n+1M| n+1 nab—l
p+(¢ Sw Pw) (dT) + (6Sw) Uw(a—_l‘fv)

p

_ l pg\
+ (1)8 n+1 (dUs) S n+1 Un( pg)
( g Pg ¥s) o7 +(¢ g¥s) s\37 A

|
+ o™ {Sg pg Us)" (a—K{) (7 - ™)

- [(6So)™! UB(%@'

g\
+(¢S )n+1 Un(_g
P ITx o ° opIT

+(¢Sw)”+1 UVv(QBl)I
Lop /T
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3pg | _ K\
S n+1 Un( g) n+1 S U n( 4) | _nn
+(0Sg ¥s) 5, e (S Pg Us) o Tl(lo p")

{C-95)
The composition constraints for the oil- and gas-phase are

Sxq1 +8xo +06x3 =0 (C;96)
and

Sy1 +3y2 +8y3+0yq4 =0 (C-97)

3

Y dyi+8ys =0
ie., i=1 {C-98)

The expansion of the composition constraint for the gas molar fraction in terms of primary variables is
obtained by combining equations C-18, C-22, and C-57.

Thus,

d < n+1
> Byi+dya= Y KT &
i=1 i=1

*li ) {(B—K—')Ip 8T +(%Kp—i)lT8p + (i -7) -(%%T () (a—K'-)l (v! -T”)}

=t \aT

oT op

+(Ky ) +(‘%<p‘l)' 3 + (QK—“)! oT - (QQ)I (0" -p")
T p

- (e -7) o

a7 (C-99)

Regrouping:

3
Y, dyi+ 8y
i=1
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Left-Hand-Side (Flow Terms) Expansion

Here we present left-hand-side (flow term) expansion of mass and energy conservation equations.

The expansions presented here are highly implicit. Later we present the form of expansion used in the
current version of the model. )

Treatment of Hydrocarbon Flow Terms

The left-hand-side of the hydrocarbon mass conservation equations, (eq. 3.1 to 3.3) includes
interblock flow of component i. For x-direction flow between grid blocks i-1,j and i,j, the flow term is

6 Xi (APo - Yo AD) +1gYi{Apg - Yg AD) (C-101)
Here 7o and Tg are interblock transmiséibilities and given by

To = Tx Ko Po/Mo (C-101A)

9 = Txkrg Pgllig : (C-101B)
Where Tx is the interblock absolute transmissibility (kA/1)i-1/2,;

As pointed out by Coats,?5 the PVT terms in the interblock transmissibility, Po/to, Pg/ug, Yo and Y9
are insensitive to either implicit or explicit dating. Hence in this model these terms are expressed at time
level n. Further, viscosities (Wo, 1g) and gas-phase density (Pg) are calculated as upstream grid block
values. The oleic-phase density (Po) and phase specific weights (Yo and Y9 ) are c_alcUIated as arithmetic

averages of their respective adjacent grid block values.

We will first discuss in detail the oleic-phase interblock flow term expansion in equation C-101. The
change (increment) in oil flow over a time-step is: ‘

8[0 xi (AP0 - Yo ADJ] =[10 xi (AP0 - o A_D)]”” - [0 Xi (AP0 - Yo AD)]" (C-1024)
or

[10 X (8Po - 10 AD)™' =[16xi{APo - Yo ADJ]" +8[t6 Xi (Apo - 7o AD)] (C-102B)
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The increment terms in equation C-102 are expanded as follows:

&[0 xi (AP0 - Yo AD)] = (AP0 - Yo AD)n+1 8 (o Xi) +(To Xi)" 3(Apo - Yo AD) (C-103)

3 (%o Xj) =x{1+1 515 +18 3X; (C-104)
and 8(Apo - Yo AD) = A8po, since Yo AD is a constant (C-105)

Hence

8[10 xi (AP0 - o AD)] =(APo - Yo AD)“fL1 (x+1 816 +18 8x) +mxP ASbo (C-106)

Substituting equation C-106 in equation C-102, we have
[toxi{ AP0 - Yo AD)]rm = [t xi (AP0 - Yo AD))" + WX ASpo
+(Ap3+1 -Yo AD) (xin+1 310 +13 Sxi) (C-107)

The increment in the oil transmissibility & 1, is expanded in the following manner:

8o = 8[1x kro Po/ Ho] (C-108)
Where
Tx = interblock absolute transmissibility in the x-direction from grid block i-1,j to i,]

(KAVI) i172,§ (C-109)
Dating the PVT term Po/ Ho explicitly, we have
8to = (tx Po / o) S ki, ’ | (C-110)

Since kr, = K, (Sw, Sg), we have

ke \" ok, \D ok, \P
Sk, =k - K +(—LQ-) 8S o _( fo) sl _an
N P A P %9 35, (s -sh)

ke \"
(C-111)
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Assuming the changes in saturation to be negligible from iteration to iteration within a time-step, we have

okr, \" ok, \1
sk, = (302 a5 (g) %
w g (C-112)

Hence

n n
S To = Tx (&)n ii(%_} 88W + (-a-ﬁg—) SSg:l
Hol |\0Sw 9Sg (C-113)

Substituting equation C-113 in equation C-107, we have

[0 Xi (AP0 - Yo AD)]n+1 =[16 Xi(Apo - Yo AD)" +1§ xI' 8Apo

+(apg+" -y, 40) [Xi Ty (3‘2)” {(a&)“ 8Sw + (-a&)n 889} +13 SXi}

Hol {19Sw 9Sg (C-114)

The increment in the gas-phase flow over a time-step is:
8[1g Yi(apg - g AD)] =[1g i(apg - 15 AD)™" - [q vi{apg - g AD)]" (C-115)
Since pg = po + Pegos We have

[Tg Yi (Apo +8Pcqo - Yg AD)]n+1 = [Tg yi(Apo + APcyo " g AD)]n + 8|:Tg Yi (Apo +A4Pcgs - Vg AD)]

(C-118)

S[Tg Vi (Apo + Apcgo - 'Yg AD)] = (Apo + Apcgo - 'Yg AD)n+1 S(Tg Y|) +(Tg yl)n S(Apo + Apcgo - 'Yg AD)

(C-117)
8{Apo + APego - Vg AD) = A3po + Adpcg, (C'_118)
and 8(tgyi) =y[*! 8tg +1gdy; (C-119)
Substituting equations C-118 and C-119 in C-117
8[’lfg yi (Apo +8Pcgy - Vg AD)} =1yl (A8p0> + A5pcgo)
+(ap8*1 + apl1 - g 4D) (" 855 +g3y) (C-120)
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Substituting equation C-120 in equation C-116, we have
[tg¥i (apg + APcyo - Vg AD)]“+1 =[1gVi (apo + APcgo ~ Vg ApjJ"

+ 18y (A8po + Adpcy, ) + (Ap“"1 + p{-}‘; “Yg AD) (yr+! &g +1§ 3i)

(C-121)
Where
g =x (pg/ug)"[( ’9)83}
(C-122)
aPc
4PCgo =(ngg_o) >0 (c-30)
Syi = KM ax; +x] 8K; (C-22)

and §K; is given by equation C-18.

Substitution of equations C-114 and C-121 in equation C-101 yields the foliowing highly implicit
expression for the hydrocarbon interblock flow term.

[To xi (APo - Yo AD) +1gYi (AP0 -Yg AD) n+t
[0 xi (AP0 - Yo AD)]" + [ 1gYi(4Pg -vg AD)]"
+18x]' ASpo + (Apn+1 Yo AD) (XPH 8 +16 5Xi)

+18 y] (A8po + A8pcgo) +(Ap8"‘1 + Ap@;; Vg AD) (y:”‘1 dtg +1§*+! 8yi) (C-123)

Water Flow Term Expansion

In a manner similar to the hydrocarbon interblock flow term expansion, a highly implicit expression for
the aqueous-phase interblock flow term is developed. The final expression is given by

[tw (APw - %w AD) +1gys(apg - g AD)™’
=[tw (8pw - ¥ AD]" + [ 19 ys(apg - vg AD)]"
B (48P0 - ABPogy) + (4PE*! - APELY, - % AD) bt
+ 78 y2(Adpo + Aapcgo) (Ap"+1 + Ap{};‘ ygAD)(y2+1 d1g + 1§ 8ys)

(C-124)
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Where

1w =1x (ow/ bw)" [(Bk_rw) SSW].

dSw (C-125)
9Pc
3p =( OW)asw
oW\ 3sy (C-31)
dys = K4 (C-57)

Expansion of Flow Terms in Energy Balance Equation

The left-hand-side of the energy balance equation (eq. 3.5) includes the convective energy flow
term A(tH Ap) and the conductive term A(te AT). For x-direction flow between grid blocks i-1,j and i,j, the
convective term is

THAp =Tg Ho (Apo - Yo AD) + ‘Cg Hg (Apg - 'Yg AD) + Tw Hw (pr - Yw AD) (C_1 26)
Where
Hm = Phase enthalpy = Um + p/Jpm m=o,gw (C-127)

As an example, we will present in detail the.expansion of the oleic-phase interblock convective flow
term in equation C-126. Other interblock convective flow terms can be expanded in analogous manner.

The change in oil convective flow over a time-step is:

8[16 Ho (8Po - Yo AD)] = [0 Ho (AP - Yo AD)™! -[16 Ho (AP - Yo AD)" 4 (C-128)
8[10 Ho (AP0 - Yo AD)] =(to Ho)"8(APo - Yo AD)+ (APo - Yo AD)™! (10 Ho) (C-129)
8[(Apo -0 AD)] = ASpo (C-105)
8(t0 Ho) =HB*! 810 + 1B 8H, (C-130)
aHo\"

SHo = 5( Ho() = _0) 5T

( ) (BT (C-131)
9Hol_ 9 1y Jpo] =(2Y%
(aT) BT[ o(T) +P/ Jpo] (BT) (C132)
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and & Tis given by equation C-113.
Hence
5[0 Ho (AP0 - 1o AD)] = B HB AdD, + (4p8*! - 1 AD)(H 0+ 8o +13 (aa“;) ST)
Suibstituting equation C-133 in equation C-128
[0 Ho (AP0 - Yo AD)]“+1 =[toHo (AP - Yo AD)]" + 1B HG A3po
+{apg*! -y, 4D) [H ( 0+ 5o + tg(al_’ro) ST)
Similarly
[1gHg (8Pg - ¥g AD)™! =[1gHg(Apg - % AD)]" +GHG (a3po + AdPcy,)
+ (Ap{,“'1 + ApEY - g AD)[HQ*‘ 8t +*ca( ) BT}
and

[tw Hw (APw - Yw AD)J =[1y Hw( Apw - Yw AD)]" +twHw (Apo - AdPcew)

+ (ap8*! - apl), - WVAD)[ HOH! Sty + 1) (d;‘f') Sr]

8pcg°, 3Pcow Oos Otg and dtw are defined previously.

(C-133)

(C-134)

(C-135)

(C-136)

Substituting equations C-134, C-135, and C-136 in energy conservation expression, we have

[10 Ho (4Po - Yo AD) +1gHg( Apg - Y9 AD) +TwHy (Apw - Yw AD)]“+1
= [toHo (APo - Y0 AD) +1gHg( Apg - Y9 AD) +TywHw (4w - ¥w AD)"

+ (ts HB + T Hg + i H"w) Adpo + 1§ HY A3pcgg - i Hiv ASpcyy
(398" - 2080){5" 10 + 5[] o)

+ (Ap?,+1 + Ap’é;1 Yo AD)(HE,+1 319 +1§ (aug) ST)
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+{apn+t . +1 v AD (Hnn& +10 (_dU_w)ST)
( Po APEEL - Yw ) W OTw W= (C-137)

The conductive heat flow between grid blocks i-1,j and i,j is implicitly dated in temperature. Thus,
the conductive energy flow is expressed as

T AT = 1¢ AT (C-138)

Implementation of Fini ifferen nsi in the Present M |

The faithful implementation of the above highly implicit expansion terms is not only computationally
.expensive, but also it drastically increases the complexity of the model and storage ?equirements.
Because of memory limitations, it is not possible to code and test a fully implicit compositional steamflood
simulator on a personal computer. Since the objective of this undertaking ié to develop a tool to aid in the
interpretation of laboratory results, and produce acceptable results in a reasonable amount of time, certain

simplifying assumptions are made to reduce the complexity of the finite difference expansion terms.

In the current implementation the terms (5' -5"), (P' 'P"), ('l4 -T"), etc. in the accumulation terms
expressions assumed to be negligibly small. This greatly simplified the equations C-45, C-60, C-95, and
C-100. As shown elsewhere, this simplification did not materially affect the calculated results and the
calculated and experimental results agreed reasonably well. To simplify the flow term equations (left-hand-
side expansion terms), all terms except the pressure in the left-hand-side of the conservation equations
(eq. 3.1-3.3) are held explicit at time-level n. This explicit treatment of flow terms reduced the time
difference terms: 81, 8tg, 8tw, 8Xi. 8Yi, 8pcy,s Peqy aNd 8T in the left-hand-side expansion expressions

(equations C-123, C-124, and C-137) to zero. This greatly simplified the flow terms. As pointed out by
Coats26 this simplification may result in marginal stability for some cases. ‘

The simplified representation of flow terms in the finite difference expressions are as follows:

Hydr rbon Flow rm

Aftoxi(Apo - Yo AD) +1gY¥i( Apg - vg AD)] +0o Xi Po + g Yi Pg

=A (‘to Xi ADg + Tg Yi Acbg)n +A (18 th + Ta yp) ASpo

+ B p3 +agyI'pg. i=1,23 (C-139 - C-141)
Where

®o =Apo - Yo AD
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and ®g =4Pg -9 4D
Water Flow Terms
Afww(Apw - Yw AD) +1gYs(Apg - g AD)] +0wpw+9g¥s Pg
= A (tw B +7gYs DG + A +73yE) A 3o+ P+ o8 VAT (C-142)
Where
@y =Apw - YwAD
Flow Terms in_the Ener nservation E ion
AltH d)) +A(tc AT) -qL -OH
= A{1o Ho ®o +1g Hg @g .+'r,wHw<I>w)“

+ A(’tg Hg +TB Hrg‘ +T0v H\r/]v) ASpo - qE - qﬁ + T¢ ATn+1 . (C'143)
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APPENDIX D - FINITE DIFFERENCE EXPANSION OF FLOW TERMS

in this appendix, the finite difference expansion of the ‘R’ vectors (equations 4.7, 4.21 and 4.28) is
detailed. The ‘R’ vectors comprised of interblock flow terms (transmissibilities) and the source/sink terms
and defined as follows:

R1 = Ay (Toy X1 ADo) + Ax (Tgy Y1 ADg) + Az (To, X1 ADo)
+ 8z (tg, Y1 Adg) +GoPo X1 +0gPg Y1 (D-1)
Where
Bx (_toxm A®o) = (Togir1/2, (X1)ix1/2, [(Poj,1 j - Poj;) - (Po MWois172,j (Djy 125 - Dijy144]

- (Tox)i-1/2,j (X1)i-172, [Po; - Poy.y ;) (Po MWo)i-1/2,j(Dyj - Diy jy144]

(D-2)
The oleic phase interblock transmissibility ‘c* in the x-direction is:
Aij KijAXipt,j + Aigt jKietjAxij L Ho Ji+1/2,) (D-3)

The unit of transmissibility as defined above is Ib-mole/psi-hr.

In equation D-3, the constant 7466.173 indicates that the flow rate is expressed in cm3/hr and the
absolute permeability ‘k’ in md. '

Similarly,

A A ko1 ki —
(Toy)i-1/2,j = 7466.173 x 2 Aij Aitj ki1, Kij [kro po]
AjjKijAxie1,j + A jki-gjaxij L Ho Ji-172,)

The hydrocarbon vapor interblock flow term in the x-direction is:
Ax (1gy Y1 A®g) = (Tgy)ie172,j (Y1)i1/2, [(poi+1 i p°i,j)
+(PCgy, 1 j - PCg; ) - (Pg MWg)s1/2 (Dis1 - Dijy144]
- (tgx)i-172,j (Y1)i-172, [Po; - Poj.q ) +(PCg;; - PCgi.q j) - (Pg MWgli-1/2, (Dij - Di-1,jy144] (D-5)

The vapor phase transmissibility “Tg* in the x-direction is:

(tg)i+1/2,j = 7466.173 x 2 A1, Aij kijKiet,j [krg Pg

AijKij AXig1j + At jKipt,j AXjj L Mg ]i+1/2.j (D-6)
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and

2 Aij Airt,j kij ki1, kig Py
AijkijAxiaj + Atk Axij L Mg Ji-172) (D-7)

(tg)i-172,j = 7466.173 X

The oleic phase interblock flow term in the z-direction is:
Az (T, X1 A®o) = (Tog)ijs1/2 (X1)ije122 [(Po; 1,4 - Poj ;) ~(Po MWo)ijs1/2 (Dyjeq - Dyjy144]

- (Toz)ij-1/2 (x1)ij-1/2 [(Poi 'poi,j_1)'(50 MWo); j-1/2 (Dij - Dij-1y144]

(D-8)
The oleic phase transmissibility in the z-direction is:
(roghjs1/2 = 7466173 x — it A Kif ot ["'° Po]
AjjKijAZijs1 +Aijet Kijet1 AZijL Ho ij+1/2 (D-9)
(Tog)jo1/2 = 7466.178 x — 21 A Kij Kij-1 [kro Po]. .
and AijkijAzij-1 + Aijt kijg AZij L Ho dij12 (D-10)

The hydrocarbon vapor interblock flow term in the z-direction is:
Az (1gz Y1 A®g) =(tg )j+1/2 (V1)ij1/2 [Poj 1 - Poj))
+(PCgijy1 - PCgyj) -(Pg MWgijs1/2 (Dija1 - Dijy144]
-(tgp)ij-172 (Y1)ij-1/2 [(Poi,j -Poj.4)*+(PCg;; - PCg;;.1) -(Pg MWg)ij-1/2 (Dij - Dij-1)144] (D-11)

The vapor phase transmissibility ‘Tg‘ in the z-direction is:

(Tl ja1/2 = 7466178 x — 2 Pue1 A Kij Kija1 [kfg 59]
AijKijAZije1 +Aije1 Kije1 AZij L Mg lij+172 (D-12)
and
(tg)ijq1/2 = 7466.173 x — 2 2 Aijrt Kijkij [kfg PgJ
AijKijAzZij1 + Aij1 kij-1 Az L Mg Jij-172 (D-13)

Vectors Rz and R3 are defined similarly. For ‘R’p, replace x4 and y4 in equations D-1, D-2, D-5 and
D-8 by x2 and y>. For ‘R’3, replace x1 and y1 in the above equations by x3 and ya.
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The interblock flow term vector ‘R’4 for the aqueous phase is defined as follows:
Ry = Ay (tw ADw) + Ay (tg, Y4 ADg) + Az (tw Adw) + Az (Tgy Y4 Adg)
+0w Pw +0g Pg ¥s (D‘14;
Where
Ax (tw ADw) =(twhij+122 [[Poj,q j - Poj;) - (POwi, 1 j - POw;))
- (Pw MWy)is1/2,j (Dis1,j - Djjy/144]

-(w)i-122 [(Poj - Poj.y j)~(POwj - POwi-1 j) - (pw MWaw)i-1/2,j (Dij - Div1,/144] (D-15)

The aqueous phase interblock transmissibility ‘ty‘ in the x-direction is:

(tw)i+1/2,j = 7466.173 x 2Rix1, 1ij K0 Kiet ke Pw] .
Ai,j Kij AXiy1,j + Ai.,_1,j Kis1,j Axi,jl. Mw  Ji+1/2,] (D-16)
and
(w1 = 7466.173 x —2oij At j Kij i [kfw "W}. ,
AijKij AXi1,j + A iy jaxijl Hw Ji-1/2,] (D-17)

The steam interblock flow term in the x-direction is:

Ax (Tgx ¥s Ad’g) =(Tgy )i+ 1/2,j (Ys)i+1/2,) [(poi+1 g poi’j) +_(PCgi+1 J’ pcgi,j)

-(Pg MWg)is1/2,i (Dis1j - Dijy144] - (tgyi-1/2,) (Ys)i-1/2,]

[(poi,j = Poj.y j) *+(Pegij - Pegi.q j) -(Pg MWg)i-172, (D, - Di-1,) 144]

(D-18)
The aqueous phase i.nterblock flow term in the z-direc;tion is: |
Az (tw ADy) =(Tw)ijs1/2 [(Poj jy1 - Pojj) - (PCw; i,y - POw; ;)
- (Pw MW} 5172 (Dija1 - Dij)144] - (vwiji172 [Poy - Poj .4)
- (POw; ;- PCw; .4} - (Pw MWw)i 172 (D - Dij-1)144] (D-19)

The aqueous phase interblock transmissibility “Tw* in the z-direction is:
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2A j+1 Aij Kij Kij+1 [kew Bw]
Aij Ki,j AZij+1 + Ajja1 Kij+1 Azi,jl. Bw lijj+1/2

(tw)i,j+172 = 7466.173 x

and

(tw)ij-1/2 = 7466.173 X 2Aij At Yij it [krw Pw|

AijkijAZij1 + A1 Kij1 AZij
The steam interblock flow term in the z-direction is
Az (tg, ¥s ADg) =(Tg,)ij+1/2 (Ys)ij+1/2 [(poi,j+1 - p°i,j) + (chi,j“ - ngi,j)
-(pg MWg)ij+172 (Dije1 - Dij)144] - (tg,)ij-172 (Ys)ij-1/2
[(po;'j “Pojj.1) +(PCg;; - PCg;j-1) - (Pg MWg); j-1/2 (Dij - Dij-1)1 44]
The interblock energy flow vector ‘R’s is defined as follows:
Rs =A(tH A®) + A (tc AT) -qL-{do Ho +agHg +aw Hw)
Where
A (tH AD) = A (10 Ho Ado) + A (1g Hg ADg) + A (tw Hw Ady)
and A(tcAT) = Ac{te AT) + Az (1c AT)
Here Tc is the interblock transconductivity (thermal transmissibility).
The x- and z-direction interblock heat flow terms are aefined as follows:
Ax (te AT) = (teyie1/2,j (Tiet,j- Tif) - (Gexdi-172,i(Tij - Tict,)

Az (tc AT) = (te,)ije1/2 (Tijet - Tij) - (Geglij-172(Tij- Tij-1)

The x-direction transconductivities are given by

2A- 1 . A. .
(Te, )it 112,f = o (WR)is1/2,
Aij BXigt,j + Aint,j BXi
and
2Aij Ai-1,j
(Teg)i1/2; S (AR)-172,]

Aij AXi-1j + Ait j AXi j
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(D-20)

(D-21)

(D-22)

(D-23)

(D-24)

(D-25)

(D-26)

(D-27)

(D-28)

(D-29)



where AR is the thermal conductivity of the reservoir (sandpack) formation.

Similarly, the z-direction transconductivity are given by

2Aj+1 Aijj
(teplijetr2 = e (AR j+172
‘ AijAZij1 +Aijat AZij
and
2A. . A. i
hj (AR j-1/2

(teplij-1/2 =
oz AijAZij1 + Aija AZjj

(D-30)

(D-31)

To illustrate the expansion of the interblock energy transfer term, we use the aqueous phase

interblock energy flow term. Similar expressions can be written for other phases.
The aqueous phase interblock energy flow is given by
A (1w Hw ADy) = Ax (tw Hw ADy) + Az (tw Hw ADw)
Ax (tw Hw ADw) = (tw)is1/2,j Hw [(Poi+1 i p°i,j) - (PCwi+1 i pcwu)
-(Pw MWw)ir1/2,j (Dis1j - Dijy144]
-(ww)i-172,j (Hw) [(Poj - Poyy }) = (PCw; = PCwi_q j) - (Pw MW )i.1/2,j (Dij - Di-1,))/144]
and
Az (1w Hw A®w) = (tw)ij+1/2 (Hw) [Pojj.1 - Pojj) - (PCwiju1 - POW;;)
-(Pw MWw)ij+ 172 (Dijs1 - Dijy144]
-(w)ij-172 (Hw) (Poj ; - Poj 1) (PCw; - POW; 1) - (B MWy j-1/2 (D - D j-1 Y1 44]

The interblock transmissibilities were defined earlier.

(D32)

(D-33)

(D-34)

In the evaluation of flow terms, 100% upstream weighting of physical properties and mole fractions

were employed. For example:

M) =(_kwﬂ) it (Po)iati > (Pokii
(uw w12j \ bw i (Poliet; > (Poli

= kWBW if(Pa); Pa)_1;
( tw i ( o)|,1>( 0)1-1,1
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In the case of thermal conductivity
(ARJs172j = AR)iat (T j> (Thj
=(R)j i (T)j> (Tt
In the case of mole fraction
(Xhir172 = (Xhia1,] i (i1,i > (X)ij

=(X)ij €0 > (X)i-1,j
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APPENDIX E - DERIVATION OF THE PRESSURE EQUATION

Here we illustrate how the parabolic difference equation in pressure (eq. 4.53) is manupulated into a
single “pressure equation.” The final equation may be solved for the change in oleic phase pressure dpo
at the new time level n+1 at each grid block.

From chapter 4, we have

U77 800+ = L7o A(tq ASpB*!) +L73 A (c2 ASPE*1) + L74 A (13 ASPE+!)
+L75A (THQO A8p8+1) +L76 A (‘cH A5p8+1) + R'7 (4.53)
For the sake of clarity, the superscript ‘n+1' has been suppressed in the following:

Now by the definition of difference operators

A(TA3pg) = A (Tt Ax Spo) + Az (T Az 8po) (E-1)
Ax (TAx 8po) =(T)ir172,] (Spom i 8poi,j) +(T)i-1/2,] (5poi‘1 i 5Poi,j) (E-2)
ang Az (t82 8P0) =(®)ijs1/2(8Poyj, 1 - Poy;) +(2)ij-1/2 (3Poy .1 - 8Po; ) (E3)
Now 1 =(ToX1) +(7g ¥1)
12 = (To X2) +(Tg Y2) (E-4)
73 ={To X3) +(Tg ¥3)
Utilizing the definitions E-1, E-2, E-3, and E-4, we have
L72 A(t1 A8po)
= L72[ (o X1)i1/2, (8Poy, 1 j - 3o;;) + (To X172 (SPorq ; - Po; )
+(Tg Y1)i+1/2 (5Poi+1’j - 6Poi,j) +(Tg Y1)i-12,f (SPOM i 5Poi,]-)
+(7o X1)i,j+1/2 ‘(5p°i,j+1 - 8poi’j) + (o X1)ij-1/2 (8poi_1 i Spoi,j)
+(tg Y1)ij+1722 (8Pojj,1 - 8o;j) + (vg Y)ij-172 (8Po;jq - 3P0y )] E5)

L73 A (T2 ASpo)

=L73[ (%0 X2)is112] (oy, 1 j - o;j) +(To X2)i-1/2, (3Poi.¢ ; - 8P0;;)
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+ (Tg ¥2)i+1 12,j (8p0i+1 i Spoi,j) + (Tg y2)i-1 12,j (apom i 8p°i,j)
+ (TO x2)i,j+1/2 (8p°i,j+1 - 5Poi,j) + (7o X2)i,j-1/2 (8p°i,j-1 - 8p°i,j)

+(tg ¥2)ij1r2 (3Pojjq - oyy) +(tg¥2hij122 (3Pojj.q - OPoyj)] (E-6)

L74 A(t3 ASpo)
= L74[ (to X3} 172, (Po;,q j - 3Po;;) + (to Xa)-112 (8Poy.1; - 3oy )
+(1g YaJu172; {BPoj, | - 8poy;) + (g Ya)i1/2 (SPoy.y - 8o )
+(To X3)ija1/2 (8p°i,j+1 - 8poi’j) + (To Xa)ij-1/2 (5Poi,j,1 - 8p°i,j)
+(tg y3)ij+1/2 (8Po;j4q - BPo;j) + (tg ¥Ya)ij-1r2 (3Po; .1 - 3Po; )]
L75 A (THo0 ASPo)
= L75 [ (tH0)is 172, (8Poj,; - Poy) + (Ho0N-172 (o ; - 3P0y )
+(tg Yak12 (8poi R 8p°i,j) + (g Y4)-112,] (SPoH i 6pou-)
+(THp0)ij+ 172 (8Pojj,q - Poy;) + (H20Nj122 (So; ;g - 3Po; )

+ (Tg Y4)l’l+1/2 (Spol,]_'_.' - Spol,l) + (Tg y4)l,]-1/2 (Spo,,ﬂ - 8p°l,])] (E_8)

it should be pointed out here that in equations E-5 through E-8, gravity and capillary pressure terms are
dated explicitly (i.e., old time level).

Also,
L7e A (tH ASpo) =L76[A (to Ho ASPo) + A(tg Hg A8po) + A(THo0 HHo0 ASPo)] (E-9)
A (o Ho A8Po) =(To)i+1/2 Ho (8poi 1 8poi,i) +(To)i-1/2,j Ho (8p°i-1 ' 8p°i,j)
+(To)i,j+172Ho (5Poi,j R 8Poi’j) +(%o)ij-1/2 Ho (8p°i,j-1 - Spoi’j) (E-10)
Similar expressions can be written for A (tg Hg ASpo) and A (tH,0 HH,0 A8Po)

The west (i-1/2,j) flow coefficients of equation 4.53 is given by

AW =L72(To X1)i-172,j +L72 (tg Y1)i-1/2,j + L73 (To X2)i-172,j +L73 (g Y2)i-1/2,]
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+L74(to X3)i-1/2,j +L74 (g ¥a)i-172,) +L75 (WHa0)-1/2,f +(Tg Ya)i-1/2,j
+L76 (to Ho}-172 +L76 (1g Hg)i-1/2,j + L76 (tHo0 HHo0)i-1/2, (E-11)
Collecting oil, water, and gas terms together, we have:
AW, = (L72 X114, + L78 X211 + L74 X314 9 + L76 Ho) (To)i-1/2,]
+(L72 Y112+ L73 Y212+ L74 Yaiaej + 175 Yaqp; + 176 Hg)(Tghi1.2,
+(L75 + L76 HH00) (tHo0)i- 172, (E-12)
In equétion E-12:
replace i-1/2,j by i+1/2,j to obtain the East (i+1/2,j) coefficient AE;
replace i-1/2,j by i,j-1/2 to obtain the South (i,j-1/2) coefficent AS;
replace i-1/2,j by i,j+1/2 to obtain the North (i,j+1/2) coefficient AN;
Equation 4.52 can then be written as |
Ur7 8pB*! = AS; (3081, - a3 ) + AW (p8t] | - By

+AN,(zspgIJ+1 svg;f,;)ms( P8, 5;13,+1)+R'7

(E-13)
Equation E-13 may be written in the form
AS;(3pB*1)j-1 + AW; (808+ 1)1 + AN; (8pB+1) a1
+ AE; (8p8+ 1)1 j +E 8p"+1 =B (E-14)
where
E=- (AS; + AW; + ANj + AEj + U77) (E-15)
Bo-Ry ’ | (E-16)

Equation E-14 gives a Penta diagonal system of linear equations which can be solved by direct method.
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APPENDIX F - OVER/UNDERBURDEN HEAT LOSS

The heat loss to the surroundings is assumed to occur by conduction in a direction normal to the top
and bottom of the reservoir. It is further assumes that the overburden thermal conductivity (Aqp) and heat

capacity (PCplob are constant. The heat loss to the surrounding can then be considered to obey the one-
dimensional conduction equation

T oT
Aob P ("C")°'°‘aT (F-1)

This approach yields a reasonably accurate result as has been shown by Coats.?!

The implicit difference representation of equation F-1 is described. Smaller grid size is used close
to the reservoir while large grid size is used away from the reservoir. The finite difference representation
of F-1 for a given block ' is

T _ 2 (T}n -Ti)m _(T}-T}-1)n+1

2 v F-2
aY AYj | AYj + AYjyq AYj + AYj4 (F-2)
aTo _ ijn+1 - -rclrl
=" (F-3)
and ot At
Here AY = overburden grid block dimension
ot = time increment
n = time level
Then
2 ijrz‘%'1 - [ 2
AYj (AYj + AYj.1) AYj(AY] + AYj.1)
+ 2 +(PCp)ob] T.Jn+1
AYj(AYj +AYjr1)  Aob At
+ 2 T.n+1
AYj (AYj + AYj41)
PCp N
=- (T ] (F-4)
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Equation F-4 can then be written as

ET'{];" +|.—pjn+1 +G1~jf1:;1 =H, j=2, NY-1

(F-5)
Where
E = _ 2D
AY; (AYj + AYj1) (F-6)
F = 2D
AY; (AY] + AYj41) A , (F-7)
T
=._
G= A_t (F'S)
= -[E+F 1_)
( +F+ At | (F_g)
D=2 F-10
(PCp)ob ( . )
and NY = total number of overburden grid blocks.
Equation F-5 represents a tridiagonal system of equations and solved by direct elimination.
The boundry conditions for the solution of the difference equation are as follows:
At time level ‘n,” the temperature at the first and last block is known. That is
T1(X,Z,0,tn) =T(X,Z,0,tn), for tn <t <tn1 (F-11)
T1(X.ZYtn) =T(X,ZY tn)
and T2(X.ZNYjt) =T at any time (F-12)

Here Tt is formation temperature.

Actually, there is a temperature change 8T during the time-step t"+1 -t Thus, an additional heat
loss occurs as compared to no temperature change. As suggested by Coats,21 the solution to equation
F-1 can be written as

T (XZYthe1) =T (X,Z,Y,tn+1) +8T (F-13)
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Where T7(X,Z,Y,tn4+1) is the solution of equation F-5.
Under the conditions F-11 and F-12, the heat loss rate results in

(QL)n+1 = (QL)n +MST (F-14)

-
Where M and (QL) are obtained from Fourier’s equation. Considering the heat loss from the top and
bottom of the reservoir to be equal; then '

M= AAob AXAZ
AY1 +Y2 ; (F-15)
and
@) =2p axaz 9 (F-16)

Y Y=h/2
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